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ABSTRACT

Indexed languages are a classical notion in formal language theory,
which has attracted attention in recent decades due to its role in
higher-order model checking: They are precisely the languages
accepted by order-2 pushdown automata.

The downward closure of an indexed language—the set of all
(scattered) subwords of its members—is well-known to be a regular
over-approximation. It was shown by Zetzsche (ICALP 2015) that
the downward closure of a given indexed language is effectively
computable. However, the algorithm comes with no complexity
bounds, and it has remained open whether a primitive-recursive
construction exists.

We settle this question and provide a triply (resp. quadruply) ex-
ponential construction of a non-deterministic (resp. deterministic)
automaton. We also prove (asymptotically) matching lower bounds.

For the upper bounds, we rely on recent advances in semigroup
theory, which let us compute bounded-size summaries of words
with respect to a finite semigroup. By replacing stacks with their
summaries, we are able to transform an indexed grammar into a
context-free one with the same downward closure, and then apply
existing bounds for context-free grammars.
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« Theory of computation — Grammars and context-free lan-
guages; Verification by model checking; Algebraic language
theory.
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1 INTRODUCTION

Downward closures. For finite words u and v, we say that u is a
(scattered) subword of v, written u <X v, if v can be obtained from u
by inserting letters. The downward closure of a language L C 3*
isthe set L] = {u € ¥ | u X v for some v € L} of all subwords
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of members of L. By the well-known Higman’s lemma [33], the
downward closure L| is regular for any language L.

This makes the downward closure a fundamental abstraction—it
is a regular overapproximation that preserves information about
pattern occurrences and unboundedness behavior. Specifically, in
the verification of complex systems, downward closures are of-
ten used to replace infinite-state components by finite-state ones,
which then enables the algorithmic analysis of the entire system.
Examples include asynchronous programs [15, 43], shared-memory
systems with dynamic thread creation [4, 8, 16-18], parameterized
asynchronous shared-memory systems [41], and systems commu-
nicating via lossy channels [1, 5, 9].

For these reasons, it is often useful to compute downward closures,
which means constructing a finite automaton for L| when given a
description (i.e. a grammar or an infinite-state recognizer) for L. This
is a notoriously difficult task, as it requires a deep understanding of
how L is generated/recognized. Therefore, the problem of comput-
ing downward closures has attracted significant attention over re-
cent decades, with work on context-free languages [23, 54], systems
with counting and concurrency [3, 10, 11, 29, 57], models of higher-
order recursion [20, 30, 55], lossy channel systems [1, 44], general al-
gorithms for broad classes of infinite-state systems [6, 55], represen-
tation sizes [12, 18, 28, 43], related algorithmic tasks [26, 47, 48, 58],
and even computability beyond subwords [6, 7, 13, 24, 59].

Indexed languages. A setting where downward closure computa-
tion is particularly challenging is that of indexed languages [2], a
classical notion in formal language theory that generalizes context-
free languages. Essentially, indexed grammars differ from context-
free grammars in that each non-terminal carries a stack, which
can be pushed and popped through special rules. These grammars
have recently attracted interest because of their role in higher-order
model-checking [40, 46]: Indexed grammars are equivalent to order-
2 pushdown automata, from the hierarchy of higher-order pushdown
automata (HOPA), which model safe higher-order recursion [38, 39]
(see also the survey [46]). Level k of this hierarchy consists of the
order-k pushdown automata (k-PDA), which have access to stacks of
(stacks of (...)) stacks—with nesting depth k: In particular, a 1-PDA is
an ordinary pushdown automaton, whereas a 2-PDA has a stack of
stacks, where it can operate on the top-most stack as an ordinary
pushdown automaton; but it can also copy the top-most stack.
There is a significant gap in our understanding of downward
closures of indexed languages (and HOPA more generally). There is
a general approach for computing downward closures [55]. Based
on this approach, computability of downward closures has been
shown for indexed languages (equivalently, 2-PDA) [55], then for
general HOPA [30], and even higher-order recursion schemes [20].
However, while mere computability of downward closures of
these models is settled, the complexity has remained a long-standing
open problem. This is because the algorithm from [55] enumerates
automata and then solves instances of the so-called simultaneous
unboundedness problem (SUP) to decide whether the current automa-
ton in fact recognizes L|. Thus, although the complexity of the SUP
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itself is well-understood for HOPA [14, 47], there are no complexity
upper bounds for the entire task of computing downward closures
of indexed languages (nor for languages recognized by HOPA in
general). In fact, even the existence of a primitive-recursive (or even
hyper-Ackermannian) upper bound remained open’.

Contribution. In this work, we settle the complexity of computing
downward closures of indexed languages. We show that given an
indexed language L, one can compute a non-deterministic finite
automaton (NFA) for L| in triply exponential time (and hence of
triply exponential size). We also provide a triply exponential lower
bound, improving on the doubly exponential lower bound in [58].

Furthermore, our constructions also provide a tight bound for
the computation of a deterministic finite automaton (DFA) for L|: It
follows that one can construct a quadruply-exponential-sized DFA
for L], and we provide a quadruply-exponential lower-bound.

Moreover, our results settle the complexity of decision problems
involving downward closures of indexed languages. The downward
closure inclusion problem asks, whether for given indexed languages
Ly and Ly, we have L;| C Ly|. Similarly, the downward closure
equivalence problem asks whether L1| = Ly |. We show that both
problems are co-3-NEXP-complete.

Finally, our construction for the downward closure lower bound
also settles another question about indexed languages: It implies
that the known triply exponential upper bound on the pumping
threshold for indexed grammars [32, 53] (the maximal length of
words in a finite indexed language) is in fact asymptotically tight.
(In [37], a doubly exponential upper bound was claimed, but that
seems to be a miscalculation, see Section 3 and Appendix B.)

Why are the results unexpected? The complexity results come as
a considerable surprise. This is because (tight) complexity bounds
for HOPA are usually towers of exponentials where the height
grows linearly with the order. For example, for k > 1, the empti-
ness problem for k-PDA is (k — 1)-EXPTIME-complete [25, com-
ment before Thm. 7.12] (note that 0-EXPTIME = P). The same is
true of the SUP [47, Thm. 3]. Since downward closure inclusion
and equivalence are coNP-complete for NFAs (see [12, Sec. 5] and
[36, Prop. 7.3]) and coNEXP-complete for 1-PDAs [58, Tab. 1], and
hence co-k-NEXP-complete for k-PDAs with k < 1, one would ex-
pect co-2-NEXP rather than co-3-NEXP for 2-PDAs. In fact, the best
(and only) known lower bound until now has been co-2-NEXP [58,
Cor. 18]. Similarly, since downward closure NFAs are polynomial-
sized for given NFAs (sometimes considered 0-PDAs) and exponential-
sized for given 1-PDAs [12, Cor. 6], one would expect a doubly
exponential bound for 2-PDAs. In fact, the best known lower bound
on the NFA size for downward closures had been doubly exponen-
tial [58, remarks before Cor. 18].

Key ingredients. Indexed grammars extend context-free gram-
mars by equipping the nodes of derivation trees with pushdown
store (which we also call stack). This way, each branch of a deriva-
tion tree corresponds to a run of a pushdown automaton.

1Given that computing downward closures involves a well-quasi-ordering (WQO)
at its core, and WQO-based algorithms employing the subword ordering can often
be furnished with hyper-Ackermannian/multiply-recursive upper bounds via length-
function theorems [50, 51], one might hope for such a bound here. Unfortunately, it is
not clear how to apply length-function theorems to downward closure computation.

Anon.

Our construction relies on recent advances in finite semigroup
theory, which provide succinct “summaries” of arbitrarily long
words relative to a finite semigroup [27]. We use this (for a suitable
semigroup) to replace the stack inside each derivation tree node by
such a summary, each of which takes up exponentially many bits.
This replacement changes the overall language, but preserves the
downward closure. Once the information in each node is bounded,
we can transform the grammar into a doubly-exponential-sized
context-free grammar. This yields the triply exponential upper
bound overall, since for context-free grammars, existing algorithms
yield exponential-sized downward closure NFAs [12, Corollary 6].

The aforementioned summaries are similar in spirit to Simon’s
factorization forests [52]. The latter annotate words by trees: Rela-
tive to a morphism ¢: ¥* — M into a finite monoid M, a factoriza-
tion forest for w € 3* is a tree of height bounded by a function of
|M]| that allows evaluating ¢ on infixes of w without processing the
entire infix. Here, a crucial idea is that a sequence of infixes that all
map under ¢ to the same idempotent e must evaluate to e.

Similar to factorization forests, our summaries also exploit repe-
titions of idempotents to collapse long infixes in a stack. However,
in contrast to factorization forests, our summaries reduce the stack
word to one of bounded length (hence losing information). Also cru-
cially, taking summaries is compatible with pushing stack symbols:
Given a summary of w, one can compute a summary of aw.

Structure of the paper. We recall necessary notations and basic
results in Section 2, and state the main results in Section 3. Then
in Section 4 we show how to make a given indexed grammar pro-
ductive, meaning that every partial computation can be extended
to a full one. In Section 5 we introduce an object at the core of our
construction, the production monoid. In Section 6 we introduce new
rules that extend and reduce parts of the stack without altering the
downward closure of the language. We then proceed in Section 7 to
define summaries of stack contents with respect to the production
monoid. In Section 8 we leverage those summaries to compute from
an indexed grammar a context-free one with the same downward
closure, to which known constructions apply. Finally, in Section 9
we complement our upper bounds with matching lower bounds.

This paper contains internal links; every occurrence of a term is
linked to its definition. The reader can click on terms (and some
notations), or simply hover over them on some pdf readers, to get their
definition.

2 PRELIMINARIES

Words, trees and languages. Given a finite alphabet X, we write
3* for the set of words over %, and 3 for the set of words of length
k. Given w € 2*, we denote |w| its length. We assume familiarity
with basic finite automata theory, see [49] for an introduction.
We write u < v if u is a (scattered) subword of v; that is, if u can be
obtained from v by removing some of its letters. If a word w is equal
to uv, then we call u a prefix, and v a suffix of w. The downward
closure of a language L C X* is the set of subwords of words of L,
and is denoted L|. An important reason for studying downward
closures is that they are always regular. This was first shown by
Haines [31, Theorem 3], but also follows from =< being a well-quasi
ordering, which was shown earlier by Higman [33, Theorem 4.3]:
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THEOREM 2.1. The downward closure of any language is regular.

A finite ordered X-labeled binary tree is a pair (z,1) with 7 a
finite prefix-closed subset of {0, 1}* such that forallve r,vl € ¢
implies v0 € 7, and A : 7 — ¥ a function mapping each node in
7 to a label. We use the usual terminology for trees, with node,
leaf, branch, subtree, parent, child, ancestor, descendant etc. retaining
their usual meaning. The leaf word of 7 is the word obtained by
concatenating A(v1) ... A(vg), where vy, ..., v are the leaves of 7
read from left to right, i.e., in lexicographic order.

Indexed grammars. In this work we use a syntax for indexed
grammars that resembles the Chomsky normal form used for context-
free grammars. This simplifies semantics as well as proofs.
An indexed grammaris a tuple G = (N, T, I, P, S) with
e N the set of non-terminals, and S € N the starting non-
terminal
o T the set of terminal symbols
o [ the set of index symbols, also called stack symbols
e P aset of productions, which are of the following types:
- A—> wwithw e T
- A— BCwithA,B,Ce N
- A—- BfwithA BeNand fel
- Af > BwithA,Be Nand f €]

We define the size of G as [N| + |P| + 2 o wep |W|. A context-free
grammar (or CFG) is an indexed grammar where all productions
are of the two first forms.

A sentential form is a word over the (infinite) alphabet NI* U T.
The set of sentential forms is denoted SF g, or simply SF when the
grammar is clear from context. We write the elements of NI* as
Alz], with A € N a non-terminal and z € I* interpreted as the
content of its stack; such an element is sometimes referred to as a
term. If u € SF, we occasionally use the notation u[z] to denote the
sentential form obtained by pushing z on top of the stack of every
non-terminal in u. The derivation relation = g (or simply =) over
SF is defined as:

uA[z]Jo=>uB[z]C[z]v ifA— BCeP,
uA[zlo=uB[fz]o if A— Bf € P,
uA|fzJo=>uB[z]ov ifAf > Be€P,
uA[z]Jo=>uwo ifA— weP.

forallu,0 € SF,AAB.Ce N, fel,zeI"and w € T*. We write
5 g (or simply %) for the reflexive transitive closure of = g.

The subword relation < is extended to SF in the natural way;, i.e.
u 2 v if u can be obtained from v by deleting terms. Note that on SF,
the ordering < is not a well-quasi ordering, since any two terms
Alz] and A[z’] are incomparable for z,z" € I*, z # Z’.

Given a sentential form u, we write Lgp (u) for the set of sentential
forms derivable from u, {v € SF | u=>v}. The language of G is
denoted L(G) and defined as Lgp(S) N T*. Furthermore, for all
X € N and u € SF, the language Lx (u) is defined as the set
Lsp(u) N (X U T)* of sentential forms derivable from u with all
stacks empty, and all non-terminals in X. In particular, Lg(u) is the
set of terminal words which can be derived from u. If the language
Lo (u) is non-empty then we say that u is productive.

A derivation treeis a finite ordered tree 7 whose nodes are labeled
by elements of NI* U T*, with the following constraints. For each
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node v with label A[z] (where A € N and z € I*), exactly one of
the following holds

e visaleaf
e v has one child labeled w for some A — w € P
e v has two children labeled B[z] and C[z], for some produc-
tion A — BC € P
o v has one child labeled B[ fz] for some A — Bf € P
e v has one child labeled B[z’] for some Af — B € P, with
z=f7.
A derivation tree whose root is labeled A[z] and whose leaf word
is equal to u is called a derivation tree from Alz] tou.If u € T* we
say that the derivation tree is complete.

REMARK 2.1. An easy induction shows that for all A[z] € NI*, a
sentential form u can be derived from A|z] if and only if u is the leaf
word of a derivation tree whose root is labeled A[z]. In the forthcoming
proofs we will either use sentential forms or derivation trees depending
on what is most convenient.

REMARK 2.2. When describing examples of indexed grammars, we
will use rules of the form Af — u and A — u withu € (NUT)*.
This is just syntactic sugar, as we can replace them with rules from
Definition 2 while adding a small number of non-terminals, in the
spirit of the Chomsky normal form [19]. This transformation incurs a
linear size increase the grammar. Details are left to Appendix A.

Example 2.2. We can define the language {a”b"2 | n € N} with
an indexed grammar:

S—>Tg # g is the stack bottom symbol;
T—>Tf # we push some number n of f;
T—A

Ag—e #ifn =0 then return ¢;
Af—>C #ifn > 0 we pop an f;
C — aAB  #repeat n times to get a"B[g]|B[fg] - - - B[f" g];
B f — bbB

Bg—b #the Bs output pLisy (2041) _ pn’,

REMARK 2.3. We can assume without loss of generality that every
symbol pushed on the stack carries the information of the production
rule used to push it (this property can always be ensured by adding a
quantity of new stack symbols and production rules that is at most
quadratic in the size of the grammar). Formally, we assume that there
are functions a, f : I — N such that for every push rule A — Bf
we have A = a(f) and B = B(f). We also assume that for all f € I
there is a rule of the form A — Bf in P. Clearly stack symbols not
satisfying this condition can be removed.

Complexity. We define the functions exp; : N — N inductively by
setting exp,(n) = n and expy,;(n) = 2¢¥Pk(n) A function f: N —
Nis (at most) k-fold exponential if there is a constant ¢ > 0 such that
f(n) < expy(n°) for almost all n. We say that f is at least k-fold
exponential if there is a constant ¢ > 0 such that f(n) > expy (n°)
for infinitely many n. Instead of 2-fold, 3-fold, 4-fold exponential,
resp., we also say doubly, triply, or quadruply exponential, resp.
For k > 1, the class co-k-NEXP consists of the complements of sets
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accepted by an f-time-bounded non-deterministic Turing machine,
for some f: N — N that is at most k-fold exponential.

3 MAIN RESULTS

In this section, we present the main results of this work.

Non-deterministic automata. Our first main contribution is an
algorithm to compute an NFA of at most triply exponential size for
the downward closure of an indexed language:

THEOREM 3.1. Given an indexed grammar G, one can compute (in
triply exponential time) a triply-exponential-sized NFA for L(G)].

We also provide an asymptotically matching lower bound, which
we infer from the following result:

THEOREM 3.2. Given n € N (in unary encoding), we can compute
in polynomial time an indexed grammar for the language {a®Ps(M)}.

An NFA for {a®*P3(n)} | clearly requires at least exps(n) states,
implying Corollary 3.3.

COROLLARY 3.3. There is a family (Gn)n>1 of indexed grammars
of size polynomial in n such that any NFA for L(Gy)| requires at
least exps(n) states.

Deterministic automata. Of course, Theorem 3.1 implies a quadru-
ply exponential upper bound for deterministic automata:

COROLLARY 3.4. Given an indexed grammar G, one can compute
(in quadruply exponential time) a DFA of at most quadruply expo-
nential size for L(G).

Here, we have an asymptotically matching lower bound as well:

THEOREM 3.5. There is a family (Gn)n>1 of indexed grammars of
size polynomial in n such that any DFA for L(Gn)| requires at least
exp,(n) states.

Downward closure comparisons. Theorem 3.1 and our construc-
tion for Theorem 3.2 also allow us to settle the complexity of deci-
sion problems related to downward closures. The downward closure
inclusion problem (for indexed languages) asks whether two given
indexed languages L1, L satisfy L1 C Ly|. Similarly, the downward
closure equivalence problem asks whether Ly | = Lp|.

In [58, Corollary 18], it was shown that downward closure inclu-
sion and equivalence for indexed languages are co-2-NEXP-hard.
Here, we settle their precise complexity:

THEOREM 3.6. Downward closure inclusion and downward closure
equivalence for indexed languages are co-3-NEXP-complete.

Here, the upper bounds follow from Theorem 3.1 and the fact that
downward closure inclusion and equivalence are coNP-complete
for NFAs (see [12, Section 5] and [36, Proposition 7.3]).

The pumping threshold for indexed languages. Our lower
bound technique also settles the growth of the pumping threshold
of indexed grammars. Consider the function

PB(n) = max{|w]| | there is an indexed grammar G of size n
with w € L(G) such that L(G) is finite}

Anon.

We call B(n) the pumping threshold (for size n) because placing an
upper bound on P(n) usually involves a pumping argument.

An analogous pumping threshold function for NFAs and CFGs
is well-understood: It is linear for NFAs and exponential for CFGs.
For indexed grammars, there are two proofs of a triply exponential
upper bound: the pumping lemmas of Hayashi [32, Theorem 5.1]
and Smith [53, Theorem 1] (Smith’s proof mentions the bound
explicitly; Hayashi’s proof requires some analysis for this). We
complement this by showing a triply exponential lower bound:

COROLLARY 3.7. P grows at least triply exponentially.

This follows from Theorem 3.2, because {anPS(")} is finite but
has an indexed grammar of size polynomial in n. It should be noted
that [37, Section 7] claims a doubly exponential upper bound for
B. Unfortunately, this seems to result from a miscalculation, see
Appendix B for a discussion.

REMARK 3.1. A triply exponential upper bound on B (n) also fol-
lows from our Theorem 3.1: If an indexed grammar G generates a
word that is longer than the number of states of an NFA for L(G)|,
then L(G)| must be infinite, and hence also L(G).

Structure of the paper. In Sections 4 to 8, we will prove Theo-
rem 3.1, from which all remaining upper bounds follow. In Section 9,
we will then prove all lower bounds.

4 PRODUCTIVENESS

For the rest of the paper, we assume that our input grammar G
generates a non-empty language. This is because emptiness of
indexed languages can be decided in EXPTIME [25, Theorem 7.12],
and if L(G) is empty, an NFA for L(G)] is immediate.

However, we will need to establish the stronger guarantee of
productiveness, which expresses the absence of deadlocks. This
means that if we can produce a sentential form u, then from u we
can derive a terminal word in T*.

Productive grammars. We say that G is productive if for all u €
Lsr(S) we have Lg(u) # 0, that is, from every sentential form
obtained from S we can derive a word in T*.

This property is especially useful for downward closure compu-
tation. In a productive indexed grammar, we can observe: for all
u,v € Lgp(S), if v is such that v < u, then Lg(v) C Lg(u)]. In other
words, we can interleave derivations and deletion of terms without
any risk of obtaining “extra” terminal words. This property does
not hold in general, because deleting terms that cannot produce
terminal words may allow the derivation of a terminal word that is
not in the downward closure.

Example 4.1. The following grammar G is not productive.

S—S1L S—Sf S — Sg
S — AA S — AAC

Af — aA Ag—b

Cf —cC Cg — CAB

AL — ¢ CL—e

The language of G is {w? | w € {a,b}*} U {a®*c" | n > 0}.
In particular, by setting u = A[gfL]A[gf LIC[fL]A[fL]B[fL]
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and v = C[fL]A[fL] we have v 2 u and u € Lsp(S), but ca €

Lo (v) while Ly (u)| = 0 (since B cannot produce a terminal word).
Moreover, ca ¢ L(G)]. In this case, it is easy to modify G to obtain
a productive grammar which generates the same language.

Tracking productivity of non-terminals. Before we describe
our method for achieving productiveness, we observe that tracking
the non-terminals which, with a given stack content, can derive a
sentential form with terms confined to a certain subset, gives rise
to a left semigroup action.

Definition 4.2. For X C N and z € I*, we define
z-X={AeN|Lx(Alz]) # 0},

i.e. z - X is the set of non-terminals A so that the term A[z] can
derive a sentential form consisting of terminals and empty-stack
occurrences of non-terminals in X. Let U be defined as the set of
non-terminals which can derive a word in T, i.e.

U={AeN|Ly(A) #0}.

Note that L(G) is empty if and only if S ¢ U.
We will often rely on the fact that I* acts (on the left) as a semi-
group2 on the power set 2N as we state now:

LEMMA 4.3. Forevery f €I,z € I*, and X C N, we have fz-X =
f(z-X). Moreover,z - U=1z-0.

Here, only the inclusion fz-X C f - (z- X) is not trivial: It holds
because a derivation that eliminates fz from the stack must in each
branch first remove f, and then z. The proof is in Appendix C.1.

Achieving productiveness. We are now ready to present our con-
struction of a productive equivalent of G. Formally, the annotated
version of G, denoted é = (N, T,1,P, 5‘), is defined as follows. Recall
that we assumed L(G) # 0, thus S € U. Otherwise, we have:

e N={(AX)eNx2N|AeXx},I=Ix2N,and S = (S,U),
e P contains the following rules:
- (AX) > wforall A > wePwithweT*
- (A,X) — (B,X)(C,X) forall A — BC € Pwith A, B,C € X
- (AX) > (BY)(f,X)forall A - Bf e PwithY = f - X,
AeXandBeY
- AYV)(f.X) > (BX)forall Af > Be PwithY =f X,
AeYandBeX
Note that a stack word z = (f, X5) -+ - (f1, X1) € T appearing
as an infix of a stack content in a derivation of G must be so that
Xi = fi—1 - X;—1 forall i > 1. A stack word satisfying this property
is determined by its projection onto I* and its last element. Given
z=fy--fi € I*and X C N, define 7% as (fp, Xp) - - - (fi, X1) with
X; = X and Xj41 = f; - X; for all i < n. Given A[z] € NIt with
z=fp---fiand A € z - X, the X-based annotation of A[z] is the
G term (A, Y)[Z] = (A Y)[(f. Xn) - (fi.X1)] € NT' such that
X1=X,Y=fy-Xpand X; = fi—1 - Xj—1 for all i > 1. In particular,
by Lemma C.1 we have X; = fi—;--- fi-XforalliandY =z-X.In
the case of an empty stack,the X-based annotation of A is (A, X).

Correctness of the construction. Having defined G, we can prove
that it serves its purpose:

ZHowever, it does not act as a monoid, because & - X it not necessarily X, as a set z - X
always includes U.
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LEMMA 4.4. G and G have the same language, and G is productive.
The mostly straightforward proof can be found in Appendix C.2.

REMARK 4.1. Although we are able to turn any indexed grammar
into a productive one with the same language, this transformation
incurs an exponential blow-up in the size. Therefore, in order to obtain
tight complexity bounds, we do not simply assume productiveness of
the input grammar. Rather, we work with annotated versions explicitly
when needed.

5 THE STACK MONOID

Overall goal. Another key aspect of our construction is the stack

monoid—a finite monoid in which we evaluate stack contents. Es-
_ =k . P

sentially, we map a stack z € I to a monoid element that encodes?

e the non-terminals from and to which this content was
pushed (which are unique thanks to Remark 2.3), and

e for each pair A, B of non-terminals, whether we can derive
a sentential form containing B from A[z] (i.e., whether we
can obtain a B by popping z from A).

The purpose of this encoding is that based on this information, we
will be able to simplify (or expand) stack contents during deriva-
tions, while preserving the downward closure. For example, if we
have a derivation from A[z] to a sentential form uBo, then we could
just erase u and v, thus turning A[z] into B. Even better, if we have
a derivation from A[z] to A then, roughly speaking, this means we
can turn any term A[zz’] into A[Z’].

Observations like this, based on the stack monoid, will be used in
Section 6 to define more involved stack manipulations. In Section 7,
these will allow us to reduce, roughly speaking, every stack to one
of doubly exponentially many.

Semigroup terminology. We begin with some terminology. A
semigroup (S, -) is a set equipped with an associative product. We
will often identify a semigroup with its set of elements and de-
note it simply as S, when the product operation is clear. A monoid
(M, -, 1) is a semigroup with a neutral element 1j.

Given a monoid (M, -), define ¢ : M* — M to be its evaluation
morphism, which maps a sequence of elements of M to its product,
with the empty sequence being mapped to 1p. An element x € M
is idempotent if x - x = x. The set of idempotent elements of M is
denoted Idem(M).

In all that follows we fix an indexed grammar G = (N, T, L, P,S).
We will mainly work with its annotated version G. Note that we
cannot use the annotation construction as a black box and simply
assume that the input grammar is productive (see Remark 4.1).

Formal definition. Let us now start by describing formally the
monoid at hand. It is a bit more involved than what is described
above since we have to account for the productiveness issues ex-
plained in the previous section. We will use the boolean matrix
monoid over non-terminals of G: This monoid is defined as the set
of matrices BN*N | with B = {T, L}. The product is the usual prod-
uct of matrices over the Boolean semiring (B, V, A), and the neutral

3Notice that there is a dissymmetry between push and pop here (in fact, throughout
the construction). This is because a stack symbol is only pushed once, but may be
popped on multiple branches.
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element is the matrix with T on the diagonal and L everywhere
else. Given matrices My, My, we write Mj M, for their product.

We also define, for all X C N, the reachability relation Rx over
N. It relates two non-terminals if from the first one we can produce
a sentential form containing the second one, with empty stacks.
Formally,

A Rx Bif and only if there is a derivation (A, X)é‘»?u(B, X)v with
u,0 € SF

(note that due to the productiveness property, requiring stack empti-

ness is only important for (B, X)).

Let Q be the set of tuples (B,Y, M, A, X) with A,B € N non-
terminals, X, Y C N sets of non-terminals, and M € BN*N Define
the stack monoid as the monoid (M, -, 13;) whose elements are
QU {1y} U {0}, where 0y satisfies Oy - x = x - Oy = Oy for all
x € M, and whose product operation is defined as follows:

(Ba, Y2, M2, A2, X2) - (B1, Y1, M1, A1, X1) =
{ (By, Yo, Mi Mg, A1, X1) if Xz = Y1 and By R, Aq

0y otherwise.

Let @, f be the functions described in Remark 2.3 for G. We define
a morphism ¢ : T" — M as follows. For each letter (f.X) €1, set

e(f,X) = (B(N). f - X, My x, a(f), X),
where for all A,B € N, Mf,X (A, B) = T if and only if there exist
u,0 € (X UT)" such that A[f]= guBo. Note that computing this
matrix easily reduces to an emptiness check for an indexed grammar,
which can be done in exponential time.

Feasibility. Let us mention some basic properties of stacks that are
encoded in their image in M. The first concerns whether a given
stack content can be pushed: We say that a non-empty stack content
(in either I* or 7*) is feasible if, starting from some non-terminal,
it can be pushed onto the stack of some non-terminal. In the case
of an annotated stack content z = (f, Xn) - - (f1,X1) € T*, this is
equivalent to the existence of a derivation

(a(f1), X1)= gu(f(fa), fn - Xn)[2]0

with u,v € SF. The following lemma says that the stack monoid
distinguishes the feasible stack contents in I.

LEMMA 5.1. Letz = (fp, Xpn) -+ (fi,X1) € T" be a stack content.
The following are equivalent:

(1) z is feasible
(2) o(2) # Oy
(3) foralli > 1,X; = f; - X;—1 and B(fi—1) Rx, a(f;).

The proof is given in Appendix D.1. Note that Lemma 5.1 shows
that all feasible stack contents in I can be written as z~ for some
feasible z € I" and X C N (hence, we sometimes assume that a
stack content is of this form).

Let (A,X) e Nandz = (. Xn) -~ (i, X1) € T, we say that the
term (A, X)[Z] is feasibleif z is feasible, X = f;, - X, and B(fn) Rx A.

Pushing between specific non-terminals. We will now see that
M encodes which non-terminals allow a stack content to be pushed,
and which non-terminals can result. More formally, ¢(z) encodes

Anon.

all pairs of non-terminals (C, X), (D,Y) € N such that (C,X) can
derive a sentential form u(D, Y)[z]o.

LEMMA 5.2. Let z € It a non-empty stack content, let X C N
and let (B,Y,M, A, X) = (p(EX). Then forallC € X and D € Y, the
following are equivalent:

e CRx Aand BRy D
o there exist u,v € SF such that (C,X)=*>éu(D, Y) zX70.

This lemma is proven in Appendix D.2.

Popping between specific non-terminals. Finally, our monoid
even encodes popping behavior. Specifically, the matrix M inside
@ (%) tells us for which non-terminals D and C, it is possible to
pop z from D to C:

LEMMA 5.3. Letz € I' a non-empty stack content, let X C N and
let (B,Y, M,A,X) = (p(EX) The following are equivalent:
e M(D,C)=T
e Ce€X,D €Y and there existu,v € (X UT)* such that

D[z]= guCo
o CeX,D €Y and there existu,v € SFg such that
(DY) [Ex]ééu(C,X)v.

This lemma is proven in Appendix D.3.

6 PUMPING AND SKIPPING

We introduce two new derivation rules on the terms of é and show
that they preserve the downward-closure of the resulting language.
Essentially, we show that, under certain conditions, sequences of
more than 2|N| contiguous infixes mapping to the same idempotent
can be extended and reduced.

This will let us abstract stack contents by forgetting everything
but the first and last N elements in such sequences of infixes map-
ping to the same idempotent. By adapting a recent construction
by Gimbert, Mascle and Totzke [27], we will show that this allows
us to obtain summaries of stack contents, of size bounded by an
exponential function in the size of G.

Pump and skip derivation steps. Let us formally define the two
rules. The pump rule is defined as follows:

(B’ X) [2] _)pump (B’ X) [262]

for all (A, X) € N, e = (B X,M,AX) € Idem(M) \ {0y, 134},
—+ . _ =k
ze €I with ¢(z,) =e,andz e .
The skip rule is first defined on stack contents:

_ _ -, _
Z'uy - UNZeU c  UNZkipZ Ul - UNZ

for all Z’,uy,...,uN,ze,z € T'ande € Idem(M) \ {0y} such
that (u1) = -+ = ¢(uny) = ¢(z¢) = e (where the u; are in
one-to-one correspondence with N; we use the subscript N in-
stead of |N| for convenience). We then extend it to terms naturally:
(A, X)[2] > sip (A, X) [2’] whenever z—;,2”. Observe that the skip
rule erases symbols (potentially deep) inside the stack, not just at
the top. Nevertheless, we will see that allowing the skip rule does
not extend the language beyond its downward closure.

Both the pump rule and skip rules are extended to sentential
forms as expected: u—pympu’ if v’ is obtained by applying — pump
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to a term in u, and the same goes for —i,. We write = ump, skip,

for the union of the three relations =g “pump and —yqp, and
= «in. ¢ for its reflexive transitive closure. We may thus define
pump, skip, G

Lpump,skip(é) ={we T" | (S, U)épump,skip,éw}'
Pump and skip are harmless. We now show that these additional
rules do not extend our language beyond its downward closure:

PRrOPOSITION 6.1. Lpump,skip(é) c L(é)i

The full proof is presented in Appendix E.1 and we sketch the
ideas here. For the pump rule this is not hard. It follows from
the definition of the product of M that if e = (B, X, M, A, X) is an
idempotent, then B Rx A, i.e., there must be a derivation from
(B, X) to some u(A, X)v. By erasing u and v (thanks to downward
closure and productiveness), from (B, X)[z] we can reach (A, X)[z],
whence we can reach (B, X)[z.z] (where ¢(z.) = e) thanks to
Lemma 5.2. Hence, any terminal word derived from (B, X)[z.z] is
a subword of a terminal word derived from (B, X)[z] (note that the
productiveness of G is essential here).

Eliminating skip. Replacing applications of the skip rule requires
more work. In an indexed grammar, a symbol is pushed once on the
stack, but may be popped on multiple branches of a derivation. To
tackle this issue, we make the following observations, illustrated by
Figure 1. When a sequence u € T" with o(u) = (B,Y,M,AX)
is popped along a branch starting with a non-terminal (D,Y),
the resulting non-terminal (C, X) (after popping u) must satisfy
M(D,C) = T (see Lemma 5.3).

Now suppose we are popping a sequence of infixes uj - - - up,
with ¢(u1) = -+ = ¢(uny) = e = (BX,M,A X) € Idem(M),
along a branch starting with the non-terminal (Ao, X). Consider,
for i = 1,...,|N|, the non-terminal (A;, X) obtained along that
branch right after popping u; - - - u;. By Lemma 5.3, it follows that
M(A;j, Ajy1) = Tfori=0,...,|N|. Since e is idempotent, MM = M,
and we can then apply the following elementary lemma.

Lemma 6.2. Let M € BN*N g matrix. If MM = M and we
have terms Ay,...,AN € N such that M(A;,Aiv1) = T for all
i=1,...,|N| =1, then there exists i such that M(A;, A;) = T.

Proor. By the pigeonhole principle, there exist i < j such that
A;j = Aj. Since M is idempotent, M/~" = M. Hence, we have
j-1
M(Ap Aj) = MITH (A Aj) = [\ M(AL Apyy) = T o
I=i

Thus, one of the A; is such that M(A;,A;) = T (note that i
may depend on the branch). This means that for all z € I" with
¢(2z) = e, we have a derivation from (A;, X)|[z] to u(A;, X)u’ for
some u,u” € SF which can be erased since we are only interested in
the downward closure (and because of the productiveness property).
Hence, (A;, X) can “erase” an arbitrary sequence of infixes map-
ping to e at the top of its stack. The skip rule is obtained, roughly
speaking, by erasing the sequence u;41 - - - UNZzeUq - - - 4; at the ap-
propriate (A;, X) in each branch of a derivation. Since we are sure
to encounter, when popping a sequence of |N| infixes mapping
to e, such a non-terminal on every branch of the derivation (i.e.
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which can pop such infixes at will), we are able to eliminate all
applications of the skip rule (see Appendix E.1 for the full proof).

7 SUMMARIZING STACK CONTENTS

We have shown that adding the pump rule and skip rule to our
annotated indexed grammar does not change its downward closure.
Those rules give us a lot of flexibility on the infixes of the stack
mapping to idempotents: the pump rule lets us extend them, and
the skip rule reduce them.

We wish to compress stack contents into bounded summaries,
where such sequences of infixes are abstracted away, by remem-
bering only the first and last |[N| of them. A natural candidate for
this task is Simon’s factorization forest theorem [52]. It gives us a
way to evaluate a word in a finite monoid via a tree of bounded
height, using binary products and arbitrary iterations of idempo-
tent elements. If we only care about the first and last |N| elements
in a sequence of idempotent infixes, we can cut out from this tree
all the nodes corresponding to the remaining idempotent infixes.

Two problems remain: First, Simon’s theorem gives a linear
bound for the height of the tree in the monoid size. In our case this
would yield summaries of doubly exponential size, and a quadruply
exponential upper bound on an NFA for the downward closure,
while our lower bound is only triply exponential. To solve this, we
dive deeper into the structure of the monoid, utilizing results by
Jecker [34] which let us cut our monoid into polynomially many
layers. Within each layer, we decompose the word by reading it
from right to left and compressing sequences of idempotent infixes.

The other problem is that to simulate the indexed grammar with
a CFG, we use a version of the push operation on the compressed
words: from the compressed version of a word z and a letter x,
we need to be able to compute the compressed version of xz. This
is not a property of Simon’s theorem, at least not in its original
formulation. One way to circumvent this problem was through
the introduction of forward Ramsey splits [21], a weaker version of
factorizations which still detects sequences of idempotent infixes.
As a matter of fact, Jecker’s results have been applied to improve
computational bounds on those splits [42]. It may be interesting
to see if one can obtain a form of summaries from such splits, by
losing information to obtain a bounded object. Here, however, we
do not rely on these, but provide an elementary construction which
is computed deterministically by reading the word right-to-left.

We rely on a recent construction of such summaries presented

n [27]. Our exposition is self-contained, however, since we use
different notation and our summaries need to be constructed in
a slightly different manner. Specifically, theirs need to remember
only the first and last infixes, while we need the last |N|, and theirs
are constructed as trees of bounded height, bottom-up, while we
need to build ours from right to left along the stack content.

Green’s relations. We begin with some notions from semigroup
theory. Let (M, -, 1) be a finite monoid. We define the usual Green
relations 7, £, R, H on M, starting with the following quasi-orders:

x< gy if there exist a,b € Msuch thatx =a-y-b
x< ry if there exista € Msuch thatx =a -y
x<gy if there exist b € M such that x =y - b
x<quy if x< ry and x<gy
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Ajlu; - unzeus
L@ Aofur...un] o ‘
/
\
\
® Ailuin...un]
Aj=Aj K
M(A;A) =T '
Ajlujir .. un]
/' Ailui - -un

Anon.

~un]

Alug -+ -un] Alur - - unzeur -+ un|

w

Figure 1: The idea behind the skip rule is that if we have a derivation from some non-terminal A in which we pop N consecutive
infixes u; ...ux mapping to the same idempotent e = (B, X, M, A, X), then along every branch we must have a node of the form
Ajluizr - - -un] with M(A;, A;) = T. This means that for any word mapping to e, there is a derivation from A; popping this word,
and with the resulting sentential form containing A;. The rest of the sentential form can be erased since we are interested in
the downward closure. This non-terminal can be used to “skip” the infix u;1 - - - unZzetg - - - uj, which maps to e. Hence, we can
turn a derivation from A[u; - - - un] into one from A[u; - - - unz.us - - - un] by popping the right infix along every branch.

The relations 7, £, R, H are the equivalence relations induced
by those quasi-orders: for each X € {J, L, R, H} we define X =
<xN=x,aswellas <x = <y \ >x. We do not include the monoid
M in the notation since it will always be clear from the context.

J-length and J-depth. The regular J -length * of M, denoted
JL(M), is defined as

JL(M) = sup{k € N | ey > g -+ > e; € I[dem(M)}.

Definition 7.1. The regular J -depth (or just depth) of an element
x € M is the maximal number d such that there exist idempotents
et,...,eq € Idem(M) such thate; > g - > g eg > g x.

We write depth(x) for the regular 7 -depth of an element x € M.
We extend this notation to sequences of elements: Given a sequence
of elements u € M*, we write depth(u) instead of depth(ya(u)).

REMARK 7.1. Throughout this section, we will often use the observa-
tion that for all x,y € M, depth(x - y) > max(depth(x), depth(y)).
This is because of the definition of J, since x - y< qx and x - y< gv.

REMARK 7.2. Observe that in the case of the stack monoid M, we
have x < g 1y for every x € M\ {1y}, because if y,z € M\ {1y},
theny-z # 1y. As a consequence, depth(1y1) = 0, whereas depth(x)
isin [1, IL(M)] for all x € M\ {1p;}. The upper bound follows from
the definition of JL(M). Positivity of depth(x) is due to x < g 1y.

Summaries. We now define the main object of this section, sum-
maries. As mentioned above, they can be viewed as compressions of
stack words (with some information loss). Syntactically, these are
sequences of (sequences of (...)) sequences, where the nesting depth
depends on the depth of ¢(w), where w is the stack word to be
compressed. These sequences contain letters from I, but also a spe-
cial letter e* for each idempotent e € Idem(M) \ {1y}. Intuitively,
et represents a sequence of infixes that evaluate to e.

Summaries will have a well-defined image under ¢, and the
summary of w € T will agree with w under ¢. To this end, we
set p(e™) = e for all such e. We also extend ¢ to (f*)* by defining
4Called regular D-length in [34]. For finite monoids, D = 7, and we use J here

since it is more common. Furthermore, it is defined differently in [34], but a proof that
both definitions are equivalent can be found in the long version [35][Appendix B].

the image of a sequence of words z7 ...z, € (T")* as the image
of their concatenation, and so on for sequences of (sequences of
(...)) sequences. To simplify notation, given a sequence of stack
symbols z € T", we also write depth(z) instead of depth(¢(z)), and
we extend this notation to sequences of sequences of (sequences of
(...)) sequences naturally.

Formally, a 0-summary is just the empty word, and a (d + 1)-
summary is a sequence of (i) elements of I U {e* | e € Idem (M)}
and of (ii) d-summaries. As explained above, ¢(0) and depth(o)
are well-defined for all summaries o.

Definition 7.2. A 0-summary is simply the empty word ¢. Let
de[1,JL(M)].
e A d-atom is a word (f,X)o with (f,X) € Tand 5 a d’-
summary for some d’ < d, such that depth((f,X)o) = d.
e A d-block is a sequence of the form u; - - - uyetoy - - -onyw
where uy, ..., unN,v1,...,0N and w are sequences of d-atoms
and e € Idem(M) \ {1y}, such that ¢(u;) = ¢(v;) = e for
all i and depth(uy - - -unetor - --oyw) = d.
e A d-summaryis a sequence of the form ¢’uB; ... By where
o’ is a d’-summary for some d’ < d, u is a word of d-atoms,
and By, . .., By are d-blocks with depth(c’uBj ... By) =d.

A summaryis a d-summary for some d. Observe that by definition,
a d-summary o has depth(o) = d. The set of summaries is denoted
Summaries.

Intuition. Let us give some intuition on the definition of summaries.
Note that when processing a string from right to left, the depth of
the growing suffix increases monotonically (Remark 7.1). We read
the word from right to left since this is how our stacks are built.
Here, a d-atom represents a suffix-minimal sequence of depth d: It
has depth d, but when removing the left-most letter, the remainder
has lower depth. Hence, that remainder is given as a d’-summary
for some d’ < d. A d-block can be thought of as a sequence of
atoms where some of them (which mapped to e under @) were
(lossily) compressed into a single letter e*: This compression is
only allowed if the compressed part had been surrounded by |N]|
sequences of d-atoms (on each side) that also map to e, which are
still present in u1, ..., uN,v1,...,0N. Finally, a d-summary consists
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Figure 2: A visual of how summaries are constructed. Say we are given a word z of regular J-depth d. We read it from right to
left. We cut it into d-atoms by iteratively taking the smallest suffix of regular J-depth d. Its summary consists of its leftmost
letter and a d’-summary for its tail of depth d’ < d. In parallel, we read the resulting sequence of atoms - - - a3z from right
to left. Every time we find an infix with a prefix made of 2N+1 infixes mapping to the same idempotent, we turn it into a
d-block ujuzetvivy. Finally, whenever we have two blocks corresponding to an idempotent e and such that the infix between
their middle parts also evaluates to ¢, we merge them into one d-block.

of d-blocks By, . . ., Bg, some remaining d-atoms (that did not permit
compression into d-blocks), and a lower-depth part represented by
a d’-summary.

Compressing stacks into summaries. Let us describe how a stack
zel is compressed into its (unique) summary. For a sequence
(i.e. word over a finite alphabet or a summary) of length > 1, its
tail is obtained by removing its leftmost element. Given a word z
with depth(z) = d, we proceed in three stages, illustrated in Fig. 2.

Stage I: Splitting into d-atoms. First we split the word into suffix-
minimal infixes of depth d, from right to left, and a residual prefix
of some depth d’ < d. By suffix-minimality, the tail of each of these
depth-d infixes has depth < d. We thus turn each of these depth-d
infixes into a d-atom by computing recursively a summary for its
lower-depth tail. Afterwards, the residual prefix of depth d’ < d is
recursively turned into a summary.

Stage II: Compression into blocks. Then, we look at the sequence
of d-atoms and their values in M. Going from right to left, we look
for sequences of 2|N| + 1 infixes uj - - - unopv; - - - v all evaluating
to the same idempotent. Whenever we find such a pattern we turn
the current infix (i.e. the pattern with, possibly, a suffix w) into
a d-block by replacing the middle part vy by e*. There may be a
remainder u at the left end of the d-atom sequence with no such
pattern; we write it explicitly in the summary.

Stage III: Merging blocks. Finally, we look at the sequence of
resulting d-blocks. We go again from right to left, this time looking
for pairs of blocks corresponding to the same idempotent e, and so
that the infix between their e* markers also evaluates to e. This lets
us merge them into a single block, obtained by abstracting their e*
markers and everything in between in a single e™.

Updating a summary. A key feature of summaries is that given
the summary o of a stack z € T" and an additional letter x € I, we
can compute the summary of xz. This is needed when simulating
pushes. We now describe the relevant operation,

=%
push(_» _):I X Summaries — Summaries.

Given a depth d € [0, JL(M)], an element (f,X) € I and an d-
summary o, we define push((f,X) » o) as follows. If d = 0 then
o = ¢and push((f,X) » o) = (f,X).If d > 0 then o is of the form
O',uBl N Bk-

(1) If depth((f,X)o) > d then let dy = depth((f,X)o). We set
push((f,X) » o) as the d;-summary made of a single d,-atom
(f.X)0

(2) Otherwise depth((f,X)o) < d.In fact, since depth((f, X)o) is
at least depth(o) = d, we even know depth((f,X)o) =d.

(a) If depth((f,X)o’) < d then
push((f,X) » o) = (push((f,X) » ¢’))uBy...By

(b) Otherwise, depth((f,X)o’) > d. Then we even know
depth((f,X)o”’) = d, because depth((f,X)c”’) is at most
depth((f,X)o) < d. Hence, (f,X)o’ is a d-atom.

(i) If the sequence of d-atoms ((f, X)o”)u is of the form
uj ... uNOYq ... oNw with ¢(vg) = @(u;) = ¢(v;) =
eforalli > 1, for some e € Idem(M), then define
the d-block B = u; ...une%o; ... onyw (note that e*
replaces the middle infix vy).

(A) Suppose there is j such that B; is of the form
uj . upetol oW
and the infix oy ... onwBy ... Bj_quj ... u;\] also
evaluates to e under ¢. In this case, we merge
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everything up to B; into a single block: We
define push((f,X) » o) to be B'B;jBj41 ... By,
with B” = uy ... une*o] ..o ;w’. When there
are multiple such j, we pick the maximal one.
(B) Otherwise push((f,X) » o) =BBj...B
(ii) Otherwise push((f,X) » o) =u’B;... B withu’ =
((f:X)o")u

The definition is extended inductively to I by
push((f,X)z » o) = push((f,X) » push(z » 0)).

Intuitively, the push(_» _) operation simultaneously executes
stages I, I and III described above. Upon adding a new letter (f, X),
it checks whether it yields a new atom (Stage I). Case (1) happens
when a new atom is generated because the depth of the summary is
increased by adding (f, X), case (a) when no new atom is generated
at depth d. In case (b), we have a new atom ( f, X)o’. We thus have
to check whether this new atom yields a new block (Stage II). If it
does, we are in case (i), and we then have to apply Stage III, i.e., see
if we can merge this new block with another one. In case (A) we
can; in case (B) we cannot.

Popping from summaries. We also define the inverse relation:
forz e ando,o’ € Summaries, we have o € pop(z < ¢’) if and
only if ¢’ = push(z » o). Note that push(_ » _) is a function while
pop(_ < _) is a relation. Intuitively, push(_ » _) makes compres-
sions, by creating and merging blocks, thereby losing information.
Meanwhile, pop(_ <« _) may revert those compressions, and thus
requires non-determinism.

Bounding summaries. The size of a d-summary (resp. d-atom,
d-block) is defined recursively as the sum of the sizes of its elements,
the size of a single letter being 1. Although summaries can have a
priori unbounded sizes, the ones we will use in our context-free
grammar will be of the form push(z » ¢) for some z € T". For such
summaries, we can prove a size bound:

LEMMA 7.3. For everyz € T', the summary push(z » ¢) is of size
at most exponential in |N|.

To prove this, we rely on two results of Jecker [34], recalled in
Appendix F.1:

e One guarantees that in a word of elements of exponential
length in JL(M) we can find large sequences of consecutive
infixes that all map to the same idempotent (Theorem F.3).

e Another bounds the regular 7 -length of a Boolean matrix
monoid by a polynomial in its dimension (Theorem F.4).

For Lemma 7.3, we show that when viewing when viewing d-
atoms and d’-summaries, for d’ < d, as individual letters, the
size of a d-summary is bounded by an exponential in |[N|. The
overall bound on summaries then results from the product of those
(polynomially many) exponential functions.

8 BUILDING THE CONTEXT-FREE GRAMMAR

We now construct a context-free grammar Cg that over-approximates
L(G), but remains within its downward closure. It will thus satisfy
L(Cg)l = L(G)| and enable us to compute an NFA for the latter.

Anon.

Definition of the grammar. Essentially, Cg is obtained from G
by replacing stack contents with their summaries.

We first restrict the set of summaries to those that can actually
result from a derivation of the indexed grammar. A summary o is
feasible if o = push(z » ¢) for some feasible z € I". Note that this
implies ¢(o) # Oy by Lemma 5.1. The non-terminals will be triples
(A X, 0) where (A, X) € N, and o is a feasible summary. We call
such triples feasible. The set of feasible triples is denoted FT.

Define the following context-free grammar Cg: Its set of non-
terminals is FT, with (S, U, ¢) the initial one. The set of terminal
symbols is T. The productions directly mimic the productions in
G, except that push and pop productions are simulated by the
push(_» _) and pop(_ <« _) relations on summaries:

e If (A, X) = w € P then (A, X, 0) — w, for all feasible o.
o If (A, X) > (B, X)(C,X) € P then
(A, X,0) = (B,X,0)(C, X, 0), for all feasible o.
o If (A, X) = (B,Y)(f,X) € Pthen
(A, X,0) — (B,Y,push((f,X) » 0)), for all summary o so
that o and push((f,X) » o) are feasible.
o If (A,Y)(f,X) = (B,X) € P then
(A,Y,0) — (B,X,0"), whenever o, ¢’ are feasible and ¢’ €
pop((f,X) < 0).
Abusing terminology slightly, we call production rules of the third
and fourth type pushes and pops, respectively (even though they
are standard context-free productions).

Correctness of the construction. The key property of Cg is that
it has the same downward closure as L(G).

TrEOREM 8.1. L(Cg)| = L(G)|.

One of the directions is quite easy: we can simply show that the
language of Cg contains that of G. This is natural as Cg is built as
an over-approximation of G. We can turn a derivation of G into
one of Cg by replacing every stack content with its summary. The
formal proof is presented in Appendix G.1.

PROPOSITION 8.2. L(G) C L(Cg).

Simulating Cg with pumps and skips. For the inclusion L(Cg)| <
L(G)!, we will show that every derivation in Cg can be simulated
by pumps and skips:

ProPOsITION 8.3. L(Cg) C Lpump,skip(§).

Indeed, by Proposition 6.1, this implies that L(Cg) C L(G)| and
thus L(Cg)| < L(G)| = L(G)/, establishing Theorem 8.1.

We shall prove Proposition 8.3 by simulating summaries by actual
stacks. Recall that in the summary push(z » ¢) that compresses the
stack z, the letters e* represent a sequence of e-words, where we
callw € I" an e-word if @(w) = e. The other letters in o are taken
directly from z. Therefore, the unfolding reverses this: It replaces
et by e-words and leaves the other letters unchanged.

Intuitively, our strategy for replacing e™ is as follows. We replace
e* by a sequence of all e-words that might be needed to sustain the
remainder of the derivation (specifically, all its pop operations). In
a particular branch of the derivation, those e-words that are not
needed can always be cleared using the skip rule. On the other hand,
the pump rule allows us to justify introducing all these e-words.
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Unfoldings. Instead of tailoring the stack z simulating o to a
specific derivation, we will construct a “canonical” stack word z for
o that only depends on the number of pops in that derivation. We
will call this canonical stack word the “p-unfolding” of o, where p is
the number of pops it is designed to sustain. This means, intuitively,
each e” is replaced by a large enough concatenation of e-words so
that any sequence of p pops can be executed.

Just to choose the order in which those e-words appear, we
impose some arbitrary total order (such as a length-lexicographical
ordering) on the set of summaries, which we denote <.

Definition 8.4. Let p € N and o be a d-summary. The p-unfolding
of o, denoted unf, (o) is defined inductively w.r.t. d and p as follows.
For d = 0, the p-unfolding of a 0-summary (i.e., €) is ¢.
o The p-unfolding of a d-atom (f,X)o” is (f,X)unf,(c”).
e The p-unfolding of a sequence of d-atoms @ - - - a is de-
fined as unfy (ay) - - - unfy (am).
e The p-unfolding of a d-block B=1u; ...une*v;...onywis

2“2°((f,X)unfp—1(01)) - - - ((f, X)unfp_1(0r))z"unfp (w),
where:

— (f,X) is the first symbol of B, that is, the stack symbol
such that the first d-atom of u; is of the form (f, X)o’.

- z2¥ =unfy(ur...un) and z° = unf, (01 ... 0N)

— if p > 0, then (0)1<i<r is the family of all feasi-
ble summaries ¢’ for which push((f, X) » ¢’) equals
uy...unetovy...oN, ordered according to <.

- if p =0, thenr = 0, i.e, the p-unfolding of B is simply
z42%nfp (w).

e The p-unfolding of a d-summary ¢’uB; ... By, is defined as
unfy (o”)unfp (u)unfy (By) - - - unfy (Bpm).

Since the unfolding is obtained by replacing each e* in a sum-
mary by a concatenation of words with image e (and all other letters
are unchanged), the unfolding has the same image under ¢ as o:

REMARK 8.1. For every summary o and every p € N, we have
¢(unfp(a)) = ¢(0).

Removing excess e-words. When choosing a stack word to simu-
late a given summary o, we pick the p-unfolding, where p is the total
number of pops in the entire derivation. However, some branches
will apply less than p pops. The following lemma is therefore cru-
cial: It allows us to get rid of excess e-words that are not needed on
less pop-heavy branches, while maintaining the invariant that we
have unfoldings on the stack:

LEmMA 8.5. For each o and p > 1: unfy (o) Zgp unfp-1(0).

Note that it is not possible to simply skip e-words at will, since
that requires equality of some infixes in the stack. Nevertheless, un-
foldings are carefully constructed to allow Lemma 8.5. For example,
the fact that we always follow a uniform order < on summaries is
key. A full proof can be found in Appendix G.3.

Simulating pushes using unfoldings. Let us now show how
unfoldings are used to mimic derivations of Cg in G, with pumps
and skips. First, note that all productions of Cg that are not pushes
and pops have direct counterparts in G. Suppose we want to simu-
late a push, say a rule (A, X, 01) — (B,Y,02) of Cg, induced by a
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push rule (A, X) — (B,Y)(f,X) in G.If (A X, 01) is simulated by
(A, X)[unfp(01)], then we can use (A, X) — (B,Y)(f,X) first in
G. But then the stack is (f.X)unfy(01), rather than an unfolding
of o2. The following lemma tells us that, using pump and skip, we
can replace (f, X)unfy(o1) by unfy(02), which will then enable us
to continue the simulation.

LEMMA 8.6. Letp € N, let (A, X,01) — (B, Y, 02) bearule of Cg
with o3 = push((f,X) » o1). We have

(B, V)[(f, X)unfp(01)]=pump, skip (B, Y) [unfy (02)].

This lemma is proved in Appendix G.4; in fact, only —,ump and
—skip are needed.

Simulating pops using unfoldings. Pop steps are more difficult.
In a production (A, X,01) — (B,Y,072) in Cg induced by a pop
rule (A, X)(f,Y) — (B,Y), o2 is the summary of a word obtained
by removing the first letter of a word compressed by oy. This re-
moval might break a block centered around some e € Idem (M), in
1. This means, the symbol e* is replaced by a concatenation of
summaries. However, p-unfoldings are designed so that unf;, (o1)
contains enough e-words for each e* so that using skip rules, we
can remove a subset of them so that the resulting stack is precisely
(f, Y)unfp_1(02). This is shown in the following lemma:

LEMMA 8.7. Letp 2> 1, let (A, X,01) — (B,Y,02) a rule of Cg
with oy € pop((f,Y) < o1). We have

(A, X)[unfy(01)] =siip (A X)[(f, Y)unfp_1(a2)].

This is shown in Appendix G.5. Thus, to simulate this pop rule,
we can first invoke Lemma 8.7 and then apply (A, X)(f,Y) —
(B,Y).

Simulating the whole derivation. With Lemmas 8.6 and 8.7 in
hand, Proposition 8.3 is now easy to show. Indeed, it is straight-
forward to simulate an entire derivation of Cg in G with pump
and skip rules: Simulating pushes and pops is as explained in Lem-
mas 8.6 and 8.7, and the other productions are immediate. The full
proof can be found in Appendix G.2.

We have thus completed Proposition 8.3 and hence Theorem 8.1.

Putting it all together. With Theorem 8.1, we are prepared to
prove Theorem 3.1. By Lemma 7.3, the size of a summary is bounded
by an exponential in the size of G. As a consequence, the size of
Cg is at most doubly exponential in the size of G. Since for a given
context-free grammar, one can compute an exponential-sized NFA
for its language’s downward closure [12, Corollary 6], this yields a
tripy exponentially sized NFA for L(G)], as desired in Theorem 3.1.

9 LOWER BOUNDS

In this section, we prove the lower bounds in our main results.

NFA Lower bound: Overview. We begin with Theorem 3.2. The
overall goal is to have a unique complete derivation tree that is a
full binary tree of doubly exponential depth: clearly, such a tree
must have triply exponentially many leaves. Here, the challenge is
to ensure that the paths have doubly exponential length.

A standard construction can enforce singly exponentially long
paths: Use a height-n stack over the alphabet {0, 1}, and then count
up from 0" to 1", resulting in 2" — 1 steps. This works because
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when incrementing a binary expansion of the form 10w (the least
significant digit being on the left), we must replace the prefix 10
with @™ 1. Here, we store the number m < n in the non-terminal,
so as to restore the stack height n when pushing 0™ 1.

Doing the same for stack height 2" is not so easy: To restore
a stack height of 2", we would need to remember (in the non-
terminal) a number m < 2". In fact, enforcing a single run of length
2%" ina pushdown automaton of polynomial size is not possible:
A pushdown automaton that accepts any word must also accept a
word of at most exponential length.

Instead, we exploit the fact that an indexed grammar can simulate
a pushdown automaton with alternation: We implement binary
counting on a stack of height 2”; in order to replace a prefix 10
with 01, we non-deterministically push some number of @’s, but
then use alternation to ensure that the stack height is exactly 2.

Step I: Checking the stack via alternation. To this end, we
introduce syntactic sugar. We will use rules of the form

a Jo?r g (1)
where Ay, ..., A, are DFAs over the stack alphabet I. The rule has
the same effect as A — B, but it can only be applied to a term A[z]
if foreachi =1,...,r, the stack z has a prefix in L(A;). Such rules
can be implemented with only polynomial overhead: Introduce
non-terminals C;, D; for each i = 1,...,r and also Eq for each state
q in the DFAs Aj, ..., A, (we assume the state sets are disjoint).
Then we can simulate (1) using A — D;Cy, D; — D;jy1Ciyq for
i=1,...,r—1,and D, — B, which split the term A[z] into terms
Blz] and Cy[z], ..., Cr[2]. We then run A; using rules C; — Eg;,
where g; is the initial state of A;, for each i. The non-terminals Eq
simulate the DFAs: for each transition (p, f, q), we have E, f — Eg4.
To check acceptance, we have Eqg—¢ for each final state q.

Step II: Implementing a binary counter in DFAs. We want to
use rules (1) to check that the current stack height is 2", for which
we construct automata (A;)1<i<pn over some alphabet 3, such that:
(i) Each A; has two states 0; and 1;, with 0; being initial and 1; the
only final state, (ii) |2n| = n, and (iii) the intersection (L, L(A;)
contains a single word of length 2”. The construction is simpler if
we do this for 2™ — 1 instead of 2", which suffices: We can introduce
a fresh letter # and build automata A; with L(A]) = L(A;)#.

The idea is simply to use 2, = {incy,..., inc,}. Each letter is
an increment operation over an n-bit binary counter: inc; should
be read as “flip the i-th bit from 0 to 1 and all lower bits from 1
to 0”. Each automaton A; keeps track of the value of the i-th bit
throughout that sequence of instructions.

Formally, A; = ({0, 1;},2p, 8, 0;, {1;}) where §;(0;, incj) is
defined as 1; if j = i, it is 0; if j < i, and it is undefined if j > i.
Meanwhile, 8;(1;,inc;) is 0; if j > i, itis 1; if j < i and it is
undefined if i = j. It is easy to check that there is a unique word
accepted by those automata, corresponding to the only correct
sequence of instructions to increment a n-bit binary counter from 0
to 2" — 1, which enforces a single string of length 2" — 1, as desired.

Step III: Constructing the indexed grammar. Let Ay, ..., A,
the DFAs over X, built above. Since they will check for exponential
stack height, but we also need to store the binary digits on the stack,
we modify them slightly. For each i, the automaton B; will work
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over the alphabet { L} U (£, X {0, 1}) and accept exactly the words
of the form (ay, b1) - - - (tm, bm) L where a1 - - - a, € L(A;). The
L letter is used to mark the bottom of the stack.

Consider the following grammar: G, = (Np, T, I, Pp, S) with
N, = {S,A,B,D,F,Z},T ={a}, I, = {L} U (Z, x {0,1}), and P,
contains the following rules:

S—>ZL D — AA B— Z(a,1)

Z — Z(a,0) Ala,1) - A Al —>F
B, B

Z——D A(a,0) > B F—a

for each @ € X,,. The grammar works as follows. Initially, it places
L on the stack and switches to Z. A non-terminal Z will then fill

the stack with @’s, which are annotated by a € X,. After pushing

By,...8
these, it verifies that the stack height is 2", by using Z T, D

This D splits into two A’s, where an increment is performed on the
number encoded on the stack: It removes the prefix of the form 10
and switches to B. After this, it has to put back ™1: To this end, it
pushes a single 1 and then using Z pushes 0’s non-deterministically.

It then uses Z M D to verify that the stack height is 2". All
this repeats until in each branch, all stack contents encode the
number 22" — 1. This means, all terms are of the form A[z.L], where
z has length 2" and all its digits are 1’s. Each such A[z1] is then
rewritten to F, and then to a. Since the terms are duplicated before
each increment (using D — AA), the final number of a letters is
exps(n), deriving a®*Ps(n) Moreover, it is straightforward to check
that a®Ps (") js the only derivable word. Details are in Appendix H.1.

Computational hardness. The lower bounds for downward clo-
sure inclusion and equivalence now follow easily from Theorem 3.2
and results in [58]. In [58], the A(f) property of language classes
is introduced. Roughly speaking, it requires simple closure prop-
erties and that for given n € N, one can construct in polynomial
time the language {af (n) }. Under additional mild assumptions, [58,
Theorem 15] shows that downward closure inclusion and equiva-
lence are coNTIME( f)-hard for A(f) classes. Since all assumptions
besides a small grammar for {a®*P3(n)} are easy to observe, we
may conclude that the indexed languages are A(exps) and the two
problems are co-3-NEXP-hard. See Appendix H.2 for details.

DFA size. For Theorem 3.5, we adapt an idea from [12, Theorem
7], which shows a doubly exponential lower bound for downward
closure DFAs for CFL. It is not difficult to translate the grammar
Gn for {a®Ps(M} into one for L, = {uv | w0 € {0,1}* | |u| =
|o] = exps(n), u # v}. It is easy to see that a DFA for L, requires
exp,(n) states: For distinct u,v € {0,1}* with |u| = ||, the DFA
must accept uv and vu, but reject uu and vo. It therefore must enter
distinct states after reading u and v. See Appendix H.3 for details.

10 CONCLUSION

We have established (asymptotically) tight bounds on the size of
an automaton for the downward closure of an indexed language.
We rely on an algebraic abstraction of stack contents to translate
indexed grammars into context-free ones while preserving the
downward closure.
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function defined where in [37]  growth w.r.t. |Q|

fo Lemma 14 on p. 329 constant

f Theorem 22 on p. 331  exponential

f Corollary 23 on p. 331  exponential

f Theorem 25 on p. 332 triply exponential
fa Lemma 26 on p. 333 exponential

f Corollary 27 on p. 333  exponential

fo Theorem 32 on p. 334
Table 1: Growth of functions in the paper [37]

triply exponential

A NORMALISING INDEXED GRAMMARS

When describing indexed grammars we sometimes use production
rules of the form not allowed by our definition of indexed grammar

(i) Af puwithue (NUT)*\N
(i) A—> uwithue (NUT)*\ (N2UT*).

We now formally define how these rules should be eliminated
to obtain an indexed grammar as in Definition 2.

We start by eliminating rules of the first type: we replace each
rule Af — uwithu € (NUT)* \ N by two rules Af — A’ and
A’ — u, with A’ a fresh non-terminal.

It remains to eliminate rules of the form A — u withu € (N U
T)* \ (N> UT*).Ifu = B € N then replace the rule with A — BC
and C — ¢ with C a fresh non-terminal. Otherwise, decompose u
asu = woA1wy ... Apwyg with Ay, ..., A € Nand wy, ..., wy € T*.
Introduce fresh non-terminals By, - - - , By, C1, .. ., C._1. We replace
A — u with rules

o A— WyBy,

o W; — w;forallie€ {0,...,k},

e B; —» A;Ciforallie{1,...,k—1},
e C; > W;Bjyi forallie {1,...,k—1},
L] Bk—>Aka

Note that Zf:o |wi| < |u| and k < |u|. Hence, each such rule
A — u is replaced by a set of at most 3|u| + 1 rules, introducing
at most 2|u| — 1 non-terminals whose lengths sum up to at most
8|u|+6. As a consequence, each rule of the form Af — u is replaced
by a set of at most 3|u| + 2 rules whose lengths sum up to at most
8lu| + 8.

B ADDITIONAL MATERIAL FROM SECTION 3

The conclusion section (Section 7) of [37] claims that the pumping
threshold P (see Section 3 for the definition) grows at most doubly
exponentially. Here, we briefly explain the mistake in this claim.
The corresponding results are Theorems 25, 32, and 33 in [37].
Each of them provides a bound ¢ (in terms of the number of states,
the input alphabet, and a target configuration) such that in a (col-
lapsible) order-2 pushdown automaton, if there is an accepting path
of length > ¢, then there are infinitely many. These bounds are in
the form of functions f3 (for Thm. 25) and fz (for Thms. 32 and 33).
However, both f3 and f; grow at least triply exponentially in the
number of states of the pushdown system. To see this, we track the
functions fo, . . ., fs, which are defined across the paper, in Table 1.
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C ADDITIONAL MATERIAL FROM SECTION 4
C.1 Proof of Lemma 4.3

In this subsection, we prove:

LEMMA 4.3. Forevery f € I,z € I*, and X C N, we have fz- X =
f - (z-X). Moreover,z-U =z - 0.

We will prove this in the two separate lemmas below.

LemMma C.1. Forallf €I,z € I* and X C N, we have

fz-X=f-(z-X).

Proor. If A € f - (z - X) then (by definition) A[f]Zu, with
u € (z-X UT)" Let u[z] be the sentential form obtained by
replacing every non-terminal B in u with B[z] (i.e. pushing z onto
every stack). Since all those non-terminals are in z - X, there exists
v € (X UT)* such that u[z]=0, implying that A[ fz]Zv and so
Aefz-X.

To show the other inclusion, suppose that A € fz-X and consider
a derivation tree from A[fz] to some v € (X U T)*. Along every
branch there is a first node with a label either in T* or of the form
B[z]. In the latter case we have B € z - X (since the tree from this
node is a derivation tree from B[z] to an element of (X UT)*). After
deleting everything below these nodes and removing the z suffix

from the stack in each label, we obtain a derivation tree from A[f]
to an element of (z - X U T)*, completing the proof. O

Since non-terminals in U derive terminal words, we have:
LEMMA C.2. ForallzeI*,z-U=2z-0={A € N | Ly(A[z]) # 0}.

Proor. Note that the second equality is simply the definition
of z - 0. We proceed by induction on z. For z = 0, the statement is
equivalent to the definition of U. Assuming the statement holds for
z, then two applications of Lemma C.1 yield

fzU=f-(z-U)=f-(z0) = fz-0,

completing the proof. O

C.2 Proof of Lemma 4.4

In this subsection, we prove:
LEMMA 4.4. G and G have the same language, and G is productive.

We prove Lemma 4.4 below, after establishing a preliminary
result, which details the relation between derivations in G and G.
Define 7 : NI UT — NI* U T to be the function projecting each
(AX) € N to A, each (f,X) e ftof and each a € T to itself. We
naturally extend it to a morphism from (N T'u T)* to (NI*UT)*

Lemma C.3. Let (A, Y)[z] € NT' be the X-based annotation of
Alz] € NI* for some X C N.Ifu € Lx(A[z]), then there exists
u e (X x{X}UT)* such that

m(u) =u and (A, Y) [2]=*>§1'4.

In particular, ifu € T* then A[z]=> gu implies that (A, Y) [E]z*:’gu
as well.

Proor. We proceed by induction on the length of the derivation

A[z]® gu, and distinguish cases according to the production rule
used in the first step.
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o If the rule is of the form A — w € T*, then u = w and the
statement is immediate.

o If the rule is of the form A — BC, then u = uguc where
B[z]% gup and C[z]% guc. By our assumption, we have
Y =z - X, and since A[z], B[z] and C[z] can all produce a
word in (X U T)*, we must have A, B,C € Y (also, A € Y by
definition). Consequently, we may apply the corresponding
derivation in G: (A, Y)[2]=5(B, Y)[2](C, Y)[Z]. Note that
(B,Y)[z] and (C,Y)[Zz] are X-based annotations of B|z]
and C|[z] respectively, so by the induction hypothesis there
are ug, ic € (XX{X}UT)" such that r(ug) = ug, 7(uc) =
uc, (B, Y)[2]2 ziip and (C, Y)[2] 2 giic. Setting @ = apiic,
we thus have 7(u) = u and (A, Y) [2]5517, as desired.

o If the rule is of the form A — Bf, then B[fz]% gu. We
have Y = z- X, and A € Y by definition. Let Y’ = f - Y =
fz - X. Since B[fz] can produce a word in (X U T)*, it
must be the case that B € Y’. Hence, we have the cor-
responding derivation (A, Y)|z] :é(B, Y)[(f,Y)z]. Note
that (B, Y')[(f, Y)z] is an X-based annotation of B[ fz], so
from the induction hypothesis we obtain # € (X x {X} U
T)* such that n(#4) = u and (B,Y")[(f, Y)E]ééﬁ. Hence,
(AY) [2]5517.

o If the rule is of the form Af — B, then we have z =
f7 for some 2’ such that B[z"]Z gu. Let z’ be such that
z = (f,X’)Z’. Since (A, Y)[z] is the X-based annotation of
A[z], we must have X’ = z’ - X, and since B[z’] derives a
word in (X U T)* it follows that B € X’. Hence, there is a
corresponding derivation (4, Y)[(f, X")Z’] :;(B, XN [Z'].
Since (B, X")[Z’] is easily seen to be the X-based annota-
tion of B[z’], the induction hypothesis yields a derivation
(B, X’) [2’]531’4 for some # € (XX{X}UT)* with 7 (21) = u.
Hence, (A,Y) [2]5551 as desired.

This concludes the proof. O

PRrOOF OF LEMMA 4.4. The inclusion L(G) C L(G) is obtained
as follows. For all w € L(G), we have a derivation tree for G from
(S,U) to w. Since 7 maps the rules in P to rules in P, it is easy
to check that the tree obtained by applying 7 to each node is a
derivation tree from S to w for G, implying that w € L(G).

To obtain L(G) C L(G), suppose that w € L(G). Then there is a
derivation S gw, and since (S, U) is a U-based annotation of S it
follows from Lemma C.3 that (S, U)ééw, implying w € L(G).

It remains to prove productiveness. We wish to show that every
u such that (S, U):>§17 is productive.

First observe that for all u such that (S, U)=>§17, every term
(A, X)[z] of u is a U-based annotation of some A[z] € NI*. This
follows from the definition of G and an easy induction on the deriva-
tion. Then, it is enough to prove that every such term (A, X)[z] is
productive, since a sentential form can produce a terminal word if
and only if all its terms can.

As (A, X)|z] is a U-based annotation of some A[z], we have
X = z-U. Since A € X by definition of N, there is a derivation
from A[z] to a word of T*. As a result, by Lemma C.3 there is a
derivation from (A, X)[z] to a word in T*. O
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D ADDITIONAL MATERIAL FROM SECTION 5

D.1 Proof of Lemma 5.1

LEMMA 5.1. Letz = (fp, Xn) - -+ (f1,X1) € T" be a stack content.
The following are equivalent:
(1) z is feasible
2) ¢(2) # Oy
(3) foralli > 1,X; = fi - Xj—1 and B(fi-1) Rx, a(fi).

Proor. All three properties are clearly true for z = ¢. We now
focus on non-empty stacks.

From the definitions of M and ¢, one sees that property 3 is
necessary and sufficient to ensure that no product of two consecu-
tive infixes in ¢(2) = [17; ¢(fi, X;) is equal to Oyy. It is also clear
from the definitions that [].; ¢(f;, X;) = Oy if and only if two
consecutive infixes multiply to equal 0y, so we immediately obtain
26 3.

We now show that 1 = 3. Let z be feasible, so by definition we
have a derivation

(a(f1), X1)= gu(f(fn), fn - Xn) [Z]0. (%)
We proceed by induction on the derivation length. If (+) has length

one, then it must be of the form (a(ﬁ),Xl)::»?(ﬁ(ﬁ),fl-Xl) [(fi,X1)],

whence 3 holds trivially. We now assume that the length is greater
than one, and that the first operation is of the form (a(f), X1) —
(B,X1)(C, X1). In this case, we may assume without loss of general-
ity that (B, X1) derives u’ (S(fn), fu - Xn)[Z]0” for some u’,v” € SF.
Since (f1, X1) must eventually be pushed (and (a(f1), X1) is the only
nonterminal which allows this), it follows that B Ry, a(f1), and
that there is a derivation (a(ﬁ),Xl)é?u”(ﬂ(fn),fn - Xpn)[z]0”
for some u’’, 0"’ € SF that is strictly shorter than (). Hence, 3 holds
by induction.

Now let us assume that the length of (x) is greater than one, and
that the first operation is a push (the only remaining possibility).
The push operation must be of the form

(a(f). X1)= g (B(f). fi - XD [ (1, X1)].

If fi - X1 # Xo, then it is easy to see that the right hand side cannot
derive any term which pushes (f2, X2). Hence, we have

Xz = fi - X1 and f(f1) Rx, a(f2), (¥)

and there is a derivation (a(f2), X2) [(fl,Xl)]éau’(ﬁ(fn),fn-Xn) [z]o’.

Letting 2’ = (f4, Xn) - - - (f2, X2), this implies that Z’ is feasible with
a derivation

(a(f2). X2)= gt (B(fn), fo - Xn)[2']0

that is strictly shorter than (x). Hence, z’ satisfies 3 by induction,
and with («*) we immediately obtain 3 for z.

Finally, we show that 3 = 1. Let us assume that z satisfies 3.
Recall that we assumed that for all f € I there is a rule pushing f.
Thenfori=1,...,n—1we have

(a(fi). Xi)=g (B(fD). Xis) [(fi, Xi)]
and

(B(fi), Xir1)= gui(a(fir), Xis1)oi
for some u;,v; € SF, as well as

(a(fn)’xn)ﬁg(ﬁ(fn)sfn < Xn) [(fos Xn)]-
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It is clear that we may combine these derivations to obtain
(a(f1), X1)= gu(f(fn), fn - Xn)[Z]0,

proving that z is feasible. O

D.2 Proof of Lemma 5.2

LEMMA 5.2. Let z € It a non-empty stack content, let X € N
and let (B,Y, M, A, X) = (p(ZX). Then forallC € X and D € Y, the
following are equivalent:

e CRx Aand BRy D
e there exist u,v € SF such that (C, X)=*>éu(D, Y) [EX]U

Proor. From the first condition, we have derivations
(C,X)ééuc(A, X)uc and (B, X)ééuD(D,X)vD

for some uc,ve, up, up € SF.Let z = f;; - - - fi. From the definition
of ¢ (and the fact that qo(EX) # Oyp) it follows easily that A = a(f}),
B = f(fy) and Y = z - X. Hence, Lemma 5.1 ensures that there is a
derivation

(AX)S 5 (B,Y) B
for some u’,v” € SF, which we combine with the derivations above
to obtain

(C.X)55u(D,Y) %],
proving one direction.

For the other implication, suppose such a derivation exists. Even-
tually, (f1,X) must be pushed onto an empty stack, and since
(A, X) is the only non-terminal which facilitates this operation,
it follows that C Rx A. Similarly, the derivation must eventu-
ally push the topmost symbol in zX, and the only non-terminal
which can result from this operation is (B, Y). This implies that
(B,Y) [Ex]ééu(D, Y)[zX v, hence B Ry D, completing the proof.

]

D.3 Proof of Lemma 5.3
LEMMA 5.3. Let z € I a non-empty stack content, let X C N and

let (B,Y, M, A, X) = p(zX). The following are equivalent:

e M(D,C)=T

e Ce€X,D €Y and there existu,v € (X UT)* such that

D[z]= guCu
e C€X,D €Y and there existu,v € SFg such that
(D,Y) [Ex]égu(c, X)o.

Proor. Equivalence of the second and third statements follows
easily from Lemma C.3. Hence, it suffices to prove equivalence of
the first and second statements. We proceed by induction on z. If
|z| = 1 then we have X = (f,X) with ¢(f,X) = (B, Y, M, A, X),
and the equivalence holds simply by definition.

If |z| > 1, then let w be such that z = fw.Let Z = w - X, so that
ZX = (f, Z)WX, and let us write (Bf, Y, Mf,Af, Z) = ¢(f,Z) and
(Bw, Z, My, Ay, X) = (p(WX), Note that M = MyM,,. We prove the
two directions separately.
=: Suppose M(D,C) = T.Then there exists E such that My (D, E) =
My (E,C) = T. From the induction hypothesis applied to f, it fol-
lows that D € Y, E € Z and there exist u;,0; € (Z U T)* such
that D[f]2 gu;Ev;. On the other hand, applying the induction
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hypothesis to w yields C € X and uz,v2 € (X U T)* such that
E[W]éguzcvz.

Since Z = w - X and uy,v1 € (Z UT), there must be u3,v3 €
(X UT)* such that u; [w]% gus and 01 [w]= gos. Combining the
facts above, we get

D[Z]égul [W]E[W]Ul [w]égu3E[w]U35gu3u2C0203

as desired.

<: Suppose D € Y,C € X and there existu,v € (XUT)* such that
D[z]® guCov. Then we must have D[ f]1= guiUv1, U[w]= guzCog,
u1[w]® gus and v1[w]Z go3 for some U € N and sentential
forms uq, uy, us, v1, 02,03 such that u = usuy and v = v903. As a
consequence, we have up,us3,v2,03 € (X UT)*. Since w - X = Z,
we get that uy,01 € (Z UT)*, and since C € X, the derivation
U[w]5 gupCuy € (X UT)* proves that U € w - X = Z. By the in-
duction hypothesis, we have M,,(D,U) = Mf(U, C) = T, implying
that M(D,C) = T. O

E ADDITIONAL MATERIAL FROM SECTION 6
E.1 Proof of Proposition 6.1

We prove the following statement:
PRrOPOSITION 6.1. Lpump,skip(é) - L(é)l

The following two auxiliary lemmas are required. The first one
shows that we can eliminate pump rules, the second one that we
can eliminate skip rules.

Call a sentential form u of G reachable if u € Lgp((S, U)). Call a
term (B, X)[z] reachable if it appears in a derivation from (S, U).

LEmMA E.1. Lete = (B, X, M, A, X) € Idem(M) \ {0w, 1}, let
(B,X)[z] be a reachable term of G and let z, € I be such that
¢(ze) = e. Then

Lo((B,X)[zez]) € Lo((B,X)[z])].
ProOF. Letw € Lo ((B,X)[zez]), so there is a derivation

(B, X) [zeé]éaw.

Since ¢(z¢) = e # Oy, by Lemma 5.1, z, is feasible, so there is
a derivation (A, X )ééu(B, X)[ze]o with u,0 € SF. Furthermore,
since e is idempotent, by definition of the product in M we have
B Rx A, i.e., there is a derivation (B, X)é»éu’(A, X)o'. In total, we
obtain

(B,X)[z] ééu' (A, X)[z] v'ééu'u(B, X) [zei]w’é‘»@u'uwvv'.

Moreover, since G is productive and (B, X)|[z] is a reachable
term of é, it follows that u’uwoo’ is reachable as well, and can thus
derive a terminal word w’. Since w’ necessarily contains w as a
subword, the proof is complete. O

Lemma E.2. Let (A Y)[Zuy ... unzeus ... unz] be a reachable
term of G, and let e = (B,X,M,A, X) € Idem(M) be such that
@(u1) == @(un) = ¢(z¢) = e. Then

Lo((A Y)[Zu1...unz]) CLo((A Y)[Z'u1 ... unzeus ... unz])l.
Proor. Letw € Ly((A, Y)[2'u1 ... unZ]), and let 7 be a deriva-

tion tree for (A, Y)[z'uy ... uN2]=*>§w.
Consider the set of nodes v such that either
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(1) v is aleaf with a label in T* and Z is a suffix of the stack
content of each of its ancestors, or

(2) vislabeled (C,X)[ujt+1...unz] for some i € {0,...,|N|}
(where un1 is the empty string) and u;41 . . . unz is a suffix
of the stack content of each of its ancestors.

A node of the second type which also satisfies M(C,C) = T is called
a special node.

Claim. Every branch of t contains either a node of the first type or
a special node.

Proof of the claim: Consider a branch of 7. If the leaf of this branch is
not of the first type, then the prefix z’u; . . . uy must be fully popped.
Clearly there must be distinct nodes vy, . .., vy of the second type
along this branch, where v; is labeled (A;, X;)[ui+1 ... unz] for
some A; € N, and each of its ancestors has a stack content with suf-
fix uj1 ... unz. Consequently, fori = 0,...,|N| — 1 we can define
the derivation tree obtained by restricting 7 to v; and its descen-
dants, and then removing all nodes (and their descendants) where
Uj+1 ... uNZ is not a suffix of the stack, as well as all descendants
of vi41. By construction, vj41 is a leaf of the resulting tree, and so
we obtain a derivation

(A, Xi) [ ... unZz]2 gwi(Apst, Xivr) [wis1 - . unZ]w]

with wj, wlf € SF. Since ¢(u;) = e, we must have X; = Xj41 = X
and M(A;, Aj+1) = T. Thus, it follows from Lemma 6.2 that there is
some i such that M(A;, Aj) = T, so v; is a special node. [ |

Let v be a special node, labeled (C, X) [ujt1 . . . unz] with M(C,C) =
T. Since ¢(u1) = -+ = @(un) = ¢(ze) = e, it follows that
©(Uit1 - . . UNZeUq - .. U;j) = e. As a consequence, since M(C,C) = T,
we have a derivation (C, X) [uj+1 .. . UNZeUl] - - - ui]ééw_ (C, X)w+
with w_, w;. € SF (see Lemma 5.3).

For the following construction we refer to Figure 1 for a visual
presentation.

Consider the set V of minimal nodes (for the ancestor relation)
which are either of the first type or special. Notice that V inter-
sects every branch exactly once: at most once by the minimality
requirement, at least once by the claim above. We can thus define
the subtree whose root is the same as 7 and whose leaves are V.
By construction, every node in this tree is labeled with either a
terminal word or a term whose stack has z as a suffix. Define 7/
the tree obtained by replacing each suffix z with z.u; ... unZ, and
notice that the resulting tree 7’ is still a valid derivation tree.

For each leaf v of 7/ that was a special node of 7, with a la-
bel (C,X)[uit1 ... unzeus ... unz] in 7’ for some (C, X) and i, we
append a derivation tree 7, for

(C,X) [Uir1 - .- unzeUs ...uNE]ééw_ (C, X) [uit1 - .. unz]ws,

where w_, w; € SF. Now take the subtree of 7 rooted at v, and
append it at the leaf of 7, labeled with (C, X) [uj41 ... unZ].

The result is a derivation tree from (A, Y)[2'u1 ... unzeus ... unz]
to a sentential form w of which w is a subword. Since G is produc-
tive and (A, Y)[z'uy ... unzeus ... uNZ] is a reachable term, there
is a word w’ € T* such that Vvééw’, and since w < w we have
w 2 w’, completing the proof. m]

PRrROOF OF PrROPOSITION 6.1. We show the stronger statement
that for all reachable sentential form u in G, for all terminal word
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w € T* such that uépump! skip, G W» there exists w’ € T* such that
us—

gw and w 2 w’. The result then follows by taking u = (S, U).

We proceed by induction on the derivation u=> kin. g Ws dis-
pump, skip, G

tinguishing cases according to the first step. Note that the base case,

where u = w, is trivial.

o If the first step is a production rule in G, say u:>§u’ , then

u épump, skip, g W Witha shorter derivation. By the induction
7

hypothesis,u’ééw' € T* with w=w’, hence uzau’ééw .

o If the first step is a pump rule, say
u = u_ (B, X)[Z]us— pumpi— (B, X) [zeZ]us = 1/,

with ¢(z¢) = e for some idempotent e = (B, X, M, A, X).
then ulépump,skip,?w’ and the induction hypothesis im-
plies that u’=zw’ € T* with w < w’. Let us write w’ =
w_wpwy, where

- u_ééw_,

- u+£>§w+, and

- (B.X)[zez]=gws.
By Lemma E.1 we have that uééw_wngr with wg < wp,.
The desired result follows, since w < w’ < w_w]’BwJ,.

o If the first step is a skip rule, say

u=u_(AX)[Zur...unzeur ... unz]us

Saipt- (A X)[Z'u1 ... unZlup = 0/,

then u’épump,skip,éw’ and by the induction hypothesis
u'=gzw' € T* with w < w’. Let us write w' = w_waw,
where

- u_::»éw_,

- u+£>§w+, and
- (A,X)[z'ul...uNE]é‘»éwA,
Then by Lemma E.2 we obtain
(A,X)[Zu1...unzeus .. .ug\ﬁ]é»?w;1

with wq < W:A' We thus have uééw_wgwh and since
w=w =< W—W:L‘W+, the result follows and the proof is
complete.

[m]

F ADDITIONAL MATERIAL FROM SECTION 7
F.1 Proof of Lemma 7.3
In this section we prove the following statement.

LEMMA 7.3. Foreveryz € T, the summary push(z » ¢) is of size
at most exponential in |N]|.

Its proof is very similar to the one of Theorem 26 in [27]. We
start by recalling some classical facts on Green relations. For a more
in-depth introduction to those, see for instance [45], or [22].

LemMA F.1. In a finite monoid M, every H -class contains at most
one idempotent.

LemmA F.2. In a finite monoid M, for all x,y € M, if xJy and
x<ry (resp. x<gy) then x Ly (resp. xRy).
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The complexity of downward closures of indexed languages

Define the Ramsey function of M as follows: for all k € N, Ry (k)
is the minimal n such that for every word of length n there exists
e € Idem(M) and uy, ..., u; € M* such that the word contains an
infix ug - - - ug with Ym(u;) = e for all i.

THEOREM F.3 ([34], THEOREM 1). For all finite monoid M, for all
k eN, A
Ru(k) < (kM)

TuroreM F.4 ([34], THEOREM 2). The regular J -length of BN*N
is JL(BN*N) = N2+2N+2.

Tureorem F.5. JL(M) < (NHTNH) Y

PRrROOF. Let us start by using another definition of the regular
J -length. By [35, Appendix B], the regular J-length of M is the
largest m such that there is an injective homomorphism from the
max monoid ({1,...,m}, max, m) to M.

Letm € N, let 6 : {1,...,m} — M be such a homomorphism.

2
We must show that m < w + 2.

If 0y is in the image of 0 then 8(m) = 0y;. If 13 is in the image
of 6 then 6(1) = 1. Since all i in {2, ..., m — 1} are idempotents,
the image of each i by § must also be an idempotent. As a result, we
can set 0(i) = (Bj, Xj, Mj, A;, X;) forall 1 < i < m, with Mi2 =M;.

Furthermore, for all 1 < i < j < m, since max(i, j) = j, we must
have

(Bj, Yj, Mj, Aj, X;) - (Bi, Xi, Mi, Ai, Xi)
=(Bi, Xi, M, Ai, Xi) - (Bj, Y}, Mj, Aj, X;)
=(Bj, Xj, Mj, A}, Xj)

We infer that X; = Xj, Bj = Bjand Aj = A; for all i < j. Since 0 is
injective, My, . .., My, —1 must be distinct.

Define the function 0 : {1,...,m — 2} mapping each i to M], ;.

It suffices to observe that 6, is an injective homomorphism from
the max monoid of size m — 2 to BN*N_ As a consequence, we
have m — 2 < JL(BN*N). By Theorem F.4, we have JL(BN*N) <

2 2
W.Asaresult,ms w+2. O

Observe that the size of M is bounded by N22N “+2N_Define
(N2+N+2)
K = ((2N + 1)NB24N™8N) =42 By combining the results

above, we obtain the following corollary.

CororrarY F.6. Letz € M* with |z| > K, there existug, ..
M* and vy, ...,on € M* and e € Idem(M) such that
® Uj...UuNUp...0N isaninfix of z
o ¢(ur) =---=¢(un) =) =---=p(on) =e

LUN E

In what follows we distinguish the size of a d-summary/d-block
from its length, which is simply its length as a word of d-atoms, e*
letters and d’-summaries for various d’ < d.

Lemma F7. Forallz € T, push(z » ¢) = ¢’uBy ... By is such
that u has length at most K and all Bj at most 2K.

ProoFr. We first show it for u. If push(z » ¢) = o’uBj ... By
then u cannot have an infix of the form u;...unvg...oNn with
o(ui) = ¢(vi) = ¢(vp) = e for all i, for any e € Idem(M). This is
because when such a pattern appears u is turned into a d-block. As
a consequence, by Corollary F.6, u has length at most K — 1.
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For the blocks, we show that in a block uy - - - uneto; - - -oyw
appearing in push(z » ¢), the lengths of u; ... une* and vy ... oW
are always at most K. We show this by induction on |z|. For z = ¢
this is trivial. Now suppose |z| > 0, let (f, X)z’ = z. By induction
hypothesis push(z’ » ¢) has the property.

Let o”u’B] ... By, = push(z’ » ¢) We show the property on
push(z » ¢) (which is equal to push((f, X) » push(z’ » ¢)) by def-
inition) by following the cases of the definition of push(_» _).

In cases (1), (a) and (ii) blocks remain the same, thus the property
still holds. In case (i), we define anew block B = ug - - - unetoy - - - oyw
by concatenating (f, X) with u’. Since we showed that u” has length
at most K — 1, B has length at most K, hence so do u; - - - uye* and
v1---oNyw. In case (B), we obtain the property immediately. In
case (A), we form a new block ug - - - une*o] - - -0, w’ by merging B
with one of the B}. =up---ujeto) -0 yw’. Since ug - - - unyet and

’

1

vjyw’ both have length at most K, the property is maintained.
m]

Lemma F.8. Forallz €T, push(z » &) has at most |[M|47L(V)+1
blocks.

Proor. Let 0 = ¢’uBj ... By, be a d-summary. For each i let
Bi = uj1...uyN€fvi1,. .., 0,yw; and for each i < j define a;; =
@i ... 03 NWiBit1 - Bj_1uj1... ujN).

Note that since ¢(v;,1) = e; and e; € Idem (M) for all i we have
ajj = é€j- (P(Ui,l . Ui,NWiBHl ce Bj_luj,l A uj’N) and thus

aij-ajr=apforali<j<k

Suppose by contradiction that m > [M[4TLAD+ then by pi-
geonhole principle there exist e € Idem(M) and iy < --- < iy €
{1,...,K} such that p > (IM)) L) and ej, = e forall k.

Then by Theorem F.3, there exist k, ¢ such that ¢(a;, ;,) is an
idempotent e’.

Since o is a d-summary, we have depth(e’) = d = depth(e).
In consequence, since e’< ge and they are both idempotent, we
must have e Je;. Furthermore, since e’ <ga, <gopi(7(vi1)) =
e, we have ¢’ <ge and thus eRe’ by Lemma F.1. Similarly, since
e’<rai,<rewehave ¢’< ye and thus eLe’.

We obtain eHe’. By Lemma F.2, this implies e = ¢’. This is a
contradiction since then the blocks from B;, to B;, should have
been merged when B;, was created. As a result, we must have
m < |M|47L(M)+l. o

We now have all necessary tools to show Lemma 7.3.

ProoF oF LEMMA 7.3. We show that for all zand d, if push(z » ¢)
is a d-summary then it has size at most (8|M|47L(M)+1K)d.

We do an induction on d. The property trivially holds for d = 0.
Let d > 0, suppose the property holds for d — 1.

Let push(z » ¢) = ¢’uB; ...By. By Lemma F.8 we must have
k < [M|LOD+L By Lemma F.7 we have |u| < K and |B;| < 2K for
all i.

Therefore push(z » ¢) has length at most (|M|*LM)+1 L 1)K +1,
which is bounded by 4[M|[*LAD+ g

Let ac”’ be a d-atom appearing in z, with ¢’ a (d — 1)-summary.
Note that there must be a (strict) infix z’* of z such that push(z”" » ¢) =
¢’ . By induction hypothesis o’/ has size at most (8|M|*/L(M)+1gyd=1,
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Thus every d-atom has size at most (8|M|‘gL(M)HK)d_1 +1 <
2(8|M[4LM+1gyd=1 With the bound on its length, we conclude
that push(z » ¢) has size at most

2(8|M|43L(M)+1K)d—l (4|M|4]L(M)+1K)
S(8(|M|4]L(M)+1K)d

We obtain the result by applying this bound with d = JL(M),

(N%+N+2)
t 2

which is at mos + 2 by Theorem F.5. O

G ADDITIONAL MATERIAL FROM SECTION 8
G.1 Proof of Proposition 8.2
PROPOSITION 8.2. L(G) C L(Cg)-

PrOOF. Let w € L(G). There is a derivation tree from (S, U) to
w. Let 7 its tree structure and A : 7 — NI U T* its labeling.
We now define y : 7 — FTUT™ alabeling of 7 with non-terminals
and (words of) terminals of Cg such that for all v € 7,
e if A(v) € T* then pu(v) = A(v)
o if A(v) = (A X)[z] € NI then u(v) = (A, X, push(z » ¢))
We show that the resulting labeled tree is a derivation tree from
(S,U, ¢) to w in Cg, thereby showing the lemma.
Clearly the leaf word of 7,  is w. It remains to show that this is
a derivation tree. Since 7, A is a derivation tree from (S, U) to w, all
stack contents appearing in it must be feasible. As a consequence, y
maps all nodes of 7 to non-terminals of Cg. Let v an internal node
of 7, and (A, X)[z] = A(v). One of the following cases holds.

e vhasone child labeled w’ € T*, and there isarule (A, X) —
w’ in G. Then (A, X, push(z » ¢)) — w’ is a rule of Cg.

e v has two children labeled B[ z] and C|z], and there is a rule
(A, X) = (B,X)(C,X) in G. Then (A, X, push(z » ¢)) —
(B, X, push(z » ¢))(C, X, push(z » ¢)) is a rule of Cg.

e vhasachildlabeled B[ (f, X)z], and there isarule (4, X) —
(B,Y)(f,X)in G. Then, since push((f, X) » push(z » ¢)) =

push((f,X)z » ¢), it must be that (A, X, push(z » ¢)) —
(B, Y,push((f,X)z » ¢)) is arule of Cg.

e v has a child labeled B[z_] with z = (f, Y)z_, and there
is arule (A, X)(f,Y) — (B,Y) in G. Then, since by def-
inition push((f,X) » z_) = push(z » ¢), we have z_ €

pop((f,Y) < 2).
As aresult, (A, X, push(z » ¢)) — (B,Y,push(z_ » ¢)) is
arule of Cg.
We have shown that every node satisfies the requirements of a
derivation tree for Cg. O

G.2 Proof of Proposition 8.3
ProposITION 8.3. L(Cg) C Lpump’skip(é).

PROOF. A pop step is simply a derivation step of Cg where the
production rule applied is of the form (A, X, 0) — (B, Y, ¢’) with
o =push((f,Y) » ¢’). We prove the following statement:

For all derivation with p pop steps from (A, X, 0)= ¢, w with
w € T, there is a derivation with pump and skip from (A, X)[z] to
w’ in G with w < w’, and Z the p-unfolding of o.

We show this by induction on the derivation, and distinguish
cases according to the rule used in its first step.
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o If the rule is of the form (A,X,0) — w then we apply
the corresponding rule (A, X) — w from (A, X)[z], hence
(A X)[z]=gw.

e If the rule is of the form (A, X, 0) — (B, X, 0)(C, X, o) then
there exist wg, we such that w = wgw, and (B, X, 6)= CoWB
and (C, X, 0)=> CgWC-

We apply the corresponding rule (A, X) — (B,X)(C, X)
of G from (A, X)[z] to obtain (B,X)[z](C,X)[z]. By in-
duction hypothesis, we obtain (B, X)[z]=
well as (C, X) [2]é>pump’ skip, EW,C
w(.. As a consequence,

-1 % / 4
(A X212 ymp, skip, g WBWC

.
pump, skip, gWB’ as
with wg < wj and we <

which yields the result since w = wgwc < wpw(.

o Iftheruleisofthe form (A, X, 0) — (B, Y, push((f,X) » 0)),
then, by Lemma 8.6, the p-unfolding z’ of push((f, X) » o)
satisfies (B, Y) [(f, X)z]= pump, skip (B, V) [Z].

By induction hypothesis, there exists w' € T* such that

(B,Y)[Z']> - =w’ and w X w’. As a consequence,
pump, skip, G

(A, X)[z] =3 (B.Y)[(f. X)z] épump, skip, EW,'

e If the rule is of the form (A, X,0) — (B,Y,0’), with o =

push((f,Y) » ¢’), then by Lemma 8.7 the (p—1)-unfolding

z' of o’ is such that (A, X)[2z] S (AX)[(f,Y)Z']. By
induction hypothesis, there exists w’ € T* such that

AXLFNZT2 o ain gW -

As a consequence,

(AX) 2= AN swin g

We have proven the induction. To obtain the lemma, let w € L(Cg).
There is a derivation in Cg from (S, U, ¢) to w. Let p be its number
of pop steps. Since ¢ is the p-unfolding of ¢, there is a derivation
from (S, U) to some w’ with w < w’. Asaresult, w € L(G)|. O

G.3 Proof of Lemma 8.5
LEmMMA 8.5. For each o and p > 1: unfp(0) g unfp-1(0).

Proor. By induction on the depthd of 0.1fd = 0 then unf, (o) =
unf,_1(0) = . If d > 0, we distinguish cases according to the
shape of . If ¢ is a d-atom (f,X)o’ then we simply apply the
induction hypothesis. The same goes for a sequence of d-atoms:
we apply the previous case to each one of them. In the case of a

d-block, we have

unfy (o) = 24z°((f, X)unfp_1(o1)) - - -
~ ((f. X)unfp_1(0r))z"unfy (w)

with z%,z% o1, ..., o as in the definition.

e if p > 1, then by the previous cases, z¥, z%, and unfp(w)
reduce to their (p—1)-unfolding counterparts. By induction
hypothesis, each unfj,_1(0;) reduces to unf,_2(o;). Hence
unf, (o) reduces to unf,_1 (o).

e If p =1, then we have
unfy_1(0) = unfo(ug - - - un)unfo(og - - - on)unfo(w).

Further, by definition of a d-block, ¢(2}) = ¢(z}) = e
for all i. Moreover, for all j we have ¢((f, X)unfy(o})) =
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e, since push((f, X)unfo(oj) » £) = push((f,X) » ;) =
up...uvetor...on and o(u; ... unetvr...on) = e. Asa
consequence, we have

unfy(0) =242°((f, X)unfp_1 (1) -~ ((f. X)unfp_1 (o)) 2 unfy(w)

—aipz 272" Sgpip unfp_1(0)

Finally, for a summary we can simply apply the previous cases to
each of the components. O

G.4 Proof of Lemma 8.6

LEMMA 8.6. Letp € N, let (A, X,01) — (B, Y, 02) bearule of Cg
with oy = push((f,X) » o1). We have

(B,Y) [(faX)unfp(O-l)]z*?pump,skip(Bs Y) [unfp(o-Z)]-

Proor. We prove this statement by induction on the depth of 3.
If 03 has depth 0 then it is ¢, contradicting o3 = push((f,X) » o01).

If 0 has depth d > 0 then we distinguish cases according to its
shape. In cases (1) and (i) we will simply show that (f, Y)unf, (1)
is the p-unfolding of 03. In case (a) we will use the induction hy-
pothesis, and in cases (A) and (B) we will actually apply a pump
rule and skip rules to obtain unf (o2).

We decompose o1 as 01 = ¢’uBj ... Bi. By definition we have
unfy (1) = unfy(o”)unfy(w)unfy(By) - - - unfy (By). We follow the
cases in the definition of push((f, X) » o1).

(1) If depth((f,X)o1) > d then o2 = (f, X)o1. Then by defini-
tion unf,(02) = (f, X)unfy,(o1).
(2) Otherwise, we have depth((f,X)o1) =d
(a) if depth((f,X)o’) < d then

oy = (push((f,X) > U’))uBl ... Bg.
By induction hypothesis, we have

(B, Y)[(f. X)unfp(0")]Z pump, skip (B, Y) [2”']
with 2’/ = unf, (push((f, X) » ¢”)). Therefore,
(B,Y)[unf, (") unfy(uw)unfy(By) - - - unfp (Bg)]
S pump,skip (B, Y) [2"2%21 ... 2;.]
= (B,Y)[oz].

(b) Otherwise, depth((f,X)o’) = d and (f,X)o” is a d-
atom.
(@) I ((f,X)o" )uisof the formuy ... uNvov1 ... ONW
with ¢(u;) = ¢(v;) = p(vg) = eforalli > 1, for
some e € Idem(M), then

(f, X)unfy(0") = unfp(u1) ... unfp (un)unfy, (o) . . .
...unfp(on)unfy(w).

Furthermore since oy is obtained by pushing
(f,X) we must have f(f) = Band Y = f - X.
Furthermore, since (B, Y, 02) is a non-terminal
of Cg, o2 must be feasible, hence e # 0y. This
means thate = (B, Y, M, C,Y) for some C and M.
We have two cases.

(A) If there exists j such that B; is of the form

’ [P ’ ’
ul...uNe Ul...UNW
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and ¢(v1...oNWBy ... Bj_1u] u]’V) =e.

Then this implies

+ 7 o7
09 = (ul...uNe 01...ZJNW )Bj+1...Bk.

In that case, we also have

unf, (Bj) :unfp(ui) ...unfy (u}\,)z;

(B.Y)
=(B,Y)

_>pump (Bs Y)

skip (135 )I)

—pump (B, Y)

=(B,Y)

unfy(0]) ... unfp (v} )unfy(w)

with ¢(z,) =e.
Let z be the p-unfolding of the summary
up...uyeto] ... 0w’ Then this must be

of the form 2"’ unfy, (07) ... unf, (v} Junfy (w’)

with ¢(z’") = e. Since e = (B, Y, M,C,Y) is
idempotent, we can apply pump rules and
skip rules as follows:

[(fs X)unfp(a1)]

[unfp (uq) ... unfp(un)

unfy (vp) ... unfp(on)unfpy(w)
unfy(B1)...unfy(Bj-1)

unfp (u]) ... unfp (uy)zg
unfp(ui)...unfp(v}J)unfp(M/)
unfy(Bj+1) ... unfp (Bl

[unfy (2]) ... unf,(v})
unfp(ur) ... unfp(uyn)

unfp(o1) ... unfp(on)unfpy(w)
unfy(B1) ...unfy(Bj-1)
unfp(ui)...unfp(uk)zé
unfy(v]) ... unfp (o3 unfy (w)
unfy(Bj+1) ... unfy(Bg)]
[unfp(vi)...unfp(vk)unfp(u/)
unfy(Bj+1) ... unfp (By)]
[z"unfp(v]) ... unfy (0} )unf,y(w)
unfy(Bjt1) ... unfy(Bg)]
[unfp(a)]

(B) Otherwise we have the summary

02 = (u1 ce uNe+01 ce UNW)Bl .. -Bk~

We define B = u; ...unetor...onw. Then
the p-unfolding unf, (B) is of the form

2" unfy(v1) ... unfp (on)unfy (w)

with ¢(z”") = e. Since e = (B, Y, M,C,Y) is
idempotent, we can apply pump rules and
skip rules as follows:
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(BY)  [(f.X)unfp(o1)]
=(B,Y) [unfy (ug) ... unfp(un)
unfy (vo)unfy, (v1) ... unfy (on)unf, (w)
unfy(B1) ... unfy(By)]
—pump (B, Y) [unfy(o1) ... unfp(oN)
unfy(u1) ... unfy(un)
unfy (1) ... unfy(on)unfy(w)
unfy(By) ... unfp (By)]
—sip(B,Y) [unfy(o1) ... unfp(oN)
unfy(By) ... unfp(By)]
—pump (B, Y) [z"unfp(v1) ... unfy(on)
unfy(Bj+1) ... unfy(Bg)]
=(BY)  [unfp(a)]
The resulting stack content is the p-unfolding
of oy.

(i) Otherwise, we have o2 = ((f,X)o”)uB; ... By
and thus (f, X)unf,(o1) = unfy (02).
O

G.5 Proof of Lemma 8.7

LEMMA 8.7. Letp > 1, let (A, X,01) — (B,Y,02) a rule of Cg
with oy € pop((f,Y) < 01). We have

(A, X) [unfp(01)] Sskip (A X)[(f, Y)unfy_1(02)].

Proor oF LEMMA 8.7. We prove this statement by induction on
the depth of o1. If depth(o) = 0 then it is € and pop((f,Y) < o)
is empty.

If 01 has depth d > 0 then we distinguish cases according to
its shape. Recall that by Lemma 8.5 a p-unfolding of a summary o
always reduces to its (p — 1)-unfolding through skip rules. We will
use this fact often throughout the proof.

Let 02 = 0’uB; ... By.

(1) If depth((f,Y)o2) > d then o1 = (f, Y)o2. Then by defini-
tion unf, (a1) = (f, Y)unf,(02), hence

(A, X)[unfp(01)] Ssekip (A X)[(f, X)unfp-1(02)]

by Lemma 8.5.
(2) Otherwise, we have depth((f,Y)oz) =d
(a) if depth((f,Y)o’) < d then

o1 = (push((f,Y) » ¢’))uBy ... B.
Then we have
unfy(o1) =
unfy (push((f,Y) » o"))unfy(u)unf,(By) ... unfy(By).

Since (A, X, 01) — (B,Y,02) isarule of Cg, 01 and o7
must be feasible, thus so are ¢/, and push((f,Y) » ¢’).
Thus, by construction of C, > We must have the rule
(A, X, push((f,Y) » ¢’)) = (B,Y,0’) in Cg. Hence,
by induction hypothesis,

(A, X) [unf, (push((f,Y) » o’))] Sskip (AX)[(f, Y)unf,_1(c”)].
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As a result, we have

(A, X)[unfp(o1)]
Skip (AX)[(f, Y)unfp_l(a')unfp(u)unfp (B1) ...unfy(Bg)]

By Lemma 8.5, we thus have

(A, X) [unfp(01)]

i>Skip(A,X)[(f, Y)unfp_1(o")unfp_1(u)unfp_l(Bl) ...unfy_1(By)]

=(AX)[(f.Y)unfp_1(02)]

(b) Otherwise, depth((f,Y)o’) = d and (f,Y)o’ is a d-
atom.

(i) I ((f,Y)o )uisofthe formuy ...uNvovy ... oNW
with ¢(u;) = ¢(vi) = (vg) = e forall i > 1, for
some e € Idem(M), we have two cases.

(A) If there exists j such that B; is of the form

’ ’ +,..7 ’ ’
up . .ouyetol Lo w and

@(v1...oNWBy ... Bj_quy...uy) =e

then we pick the maximal such j. We have
o1 = BBj+1 .. ‘Bk, where

B=uy...uneto] .. .opyw'.
In that case,
unfy(o1) = unfy (B)unfy (Bj41) . .. unfp(By).

1o upeto ,UI’V, that is, B;
without the w’ suffix. Let us also define z’ =
unfy_1(c’uB; . .,Bj_lB;). Then (f,Y)z’

is of the form

Let B;. =u ... uetv ..

unfp_1(ug) - - unfp_l(uN)zéunfp_l(v{) e unfp_l(vllv)

for some z,, such that ¢(z,) =e.
By definition of the p-unfolding, since

push((f,X) » ¢’uBj . ..Bj_lB;-) =B
and p > 1, unf,(B) is of the form
unfp(u1) ... unfy(un)z— (f, Y)z' zyunfp (0]) - - - unfy (v Junf, (w')

with ¢(z-) = ¢(z4) =e.
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We can use skip rules:

(A, X)
=(A,X)
=(A,X)

[unfp(o1)]

[unf, (B)unfy (Bj+1) . .. unfp(Bg)]
[unfp(ur) ... unfp(un)z-(f, Y)Z zy

unfy (07) - - - unf, (o))
unfp(w')unfp(Bj+1) ...unfy (By)]
[unfy_1(u1)...unfy_1(un)z-

(f. V)2’ zyunfp_1(v]) - - - unfp 1 (v})
unfp_1(w)unfp_1(Bjs1) ... unfp_1(B)]
[unfy_1(u1) ... unfy_1(un)z-
unfp_q(ug) -+ unfp_l(uN)z;

unfp_1(v]) - - - unfp_1 (o))

zyunfp_1(0]) -+ - unfp_1 (v))unfp 1 (W)
unfp_1(Bj+1) ... unfp_1(Bg)]
[unfp_1(u1) ... unfp 1 (un)zg
unfp_l(vi) e unfp_l(o}\])
unfp_1(w)unfp_1(Bjs1) ... unfp_1(By)]
[(£. V)2 unfp-1 (Bjan) ... unfpoi (By)]
[(f. Vunfp_1(02)]

i>skip(A) X)

=(A,X)

_>skip2 (A, X)

=(A,X)
=(A,X)

(B) Otherwise our summary is of the form oy =
(u1...une*vy...oNyw)Bj ... Bg. In partic-
ular, its p-unfolding is the stack content

unfy(o1) = unfy(B)unfy (By) - - - unf, (By).

Since (f,Y)o'u = uj...unvg ...onw, the
(p—1)-unfolding of u; ... uNvo .. .vN must
be of the form (f, Y)z’ for some z’. Hence

(f. V)" =unfp_1(u1) - - unfp_1(un)unfy_1(v9) - - -unfp_1 (on).

By definition of the p-unfolding, unf, (B)
is of the form

unfy (u1) - - - unfp (un)z— (f, Y)z'zpunfy (01) - - - unfp (on)unfp (w)

with ¢(z-) = ¢(z4) =e.
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We can use skip rules:

[unfp(o1)]

[unf, (B)unfy, (By) - - - unf, (By)]

[unfp (u1) - - - unfp(un)z-

(f. )2’ zyunfp(v1) - - - unfy (on)
unfy(w)unfy, (Br) - - - unfy (By)]
[unfp(ug) - - unfp(un)z-

unfy_q(u) - - unfp_1(un)
unfy_1(vo)unfp_1(01) - - - unfp_1(oN)
zyunfy (1) - - - unfy (on)unfy (w)
unfy(By) - - - unfy (By)]

[unfp_1(u1) -+ unfp_1(un)z-
unfp_1(u1) - - unfp_1(un)
unfy_1(vo)unfp—1(01) - - - unfp_1(vN)
zyunfy_1(01) - - unfp_1(on)unfp_1(w)
unfp—1(B1) - -unfp_1(Bg)]
[(f.Y)z'unfp_1(w)unfp_1(B1) - - - unfp_1(By)]
[unfp_1(u1...uNvo ... 0N)
unfy_1(w)unfy_1(B1) - - - unfp_1(By)]
[unfy—1(02)]

(A, X)
=(A,X)
=(A,X)

=(A,X)

i)skip(As X)

_)skip2 (A’ X)
=(A,X)

=(A,X)
(ii) Otherwise, we have the summary
o1 = ((f,Y)o")uB; ... B

and thus unfy (o1) = (f, Y)unf) (o2). According
to Lemma 8.5, we obtain the derivation

(A X)[01] Sskip (A X)[(f, Y)unfp-1(o2)].

O

H ADDITIONAL MATERIAL FROM SECTION 9
H.1 Proofs for NFA lower bound

Lemma H.1. There is an derivation of G that produces the word
3exp3(n)

ProoF. Let a; - -- am € X, be the unique word accepted by all
Aj, with m = 2" For all by, ..., by, € {0,1}, we write by - - - by, for
the number in [0, 2™ — 1] whose binary representation over m bits
is by - - - by, where by is the least significant digit.

We show that for all by,...,b,, € {0,1},if M = by - - - by, then

Z(a1,b1) -+ - (am, bm) L produces azzm

.....

of A(a1,b1) - - (am, bm) L. This is because a1 - - - ay, is accepted by
all A;. We are left with

Al(ay, by) - - (@m, bm) L1A[ (a1, b1) - - - (@m, bm) L].

If b; = 1 for all i, then we can apply A(aj, 1) — A for each i and

then AL — F and F — a to obtain aa, which is what we want

2

2M-M
since we would then have M = 2™ — 1 and thus a? =a“.

_M, by induction on 2™ — M.
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Otherwise, let j be the least index such that b; = 0. It suffices
to show that A(a1, b1) - - - (@m, bm) L produces a? ™. We have
M+1= 1j_1@bj+1 by +1= Oj_l1bj+1 s by

We can apply:

o A(aj, 1) — Afor each i < j until we get
A(aj, 0)(atjr1,bje1) - - (Am, bn) L,
o then apply A(a;,0) — Band B — Z(aj, 1) to get
Z(aj, ) (ajr1,bjr1) -+ (om, bm) L,
e and Z — Z(«a;,0) for each i < j, in decreasing order, until

we obtain
Z(a1,0) -+ - (aj—1,0) (), 1) (@j+1, bj1) - - (@m, bm) L, which
produces a2t M by induction hypothesis.

The induction is proved. To obtain the lemma, it suffices to start
with S, apply S — Z1 and then Z — Z(a;,0) for each i € [1,n]
in decreasing order. We get Z (a1, 0) - - - (an, ©), which produces
a®xps(n) by applying the induction with M = 0. O

LEMMA H.2. For all E € Ny, and z € I, the language Ly (Ez)
contains at most one word. In particular, L(Gr,) is empty or a singleton.

Proor. We prove this for each E € N, one by one.

(1) We first observe that from a configuration Zz there is al-
ways at most one rule which can lead to a complete deriva-
tion tree: if z does not contain L then L¢(Zz) = 0. If
z=(a1,b1) - (am, bm) L2 then:

B, Bn .
o if m # 2" we cannot apply Z 127", D since z has
no prefix accepted by all B;. Furthermore, if m > 2™,
we have Ly(Zz) = 0 since we can only push more

pairs (@, @) on the stack, so we will never be able to

Bi,...Bn
apply Z = p.

e if m = 2" then we cannot apply Z — Z(«,0), by
the previous item, as we would obtain more than 2"
symbols before the first L.

(2) Note that B, D and S all have a single rule. Meanwhile, A
has several but the top stack symbol determines which rule
can be applied. In conclusion, from every configuration Ez,
there is at most one rule that can be applied to lead to a
complete derivation. As a consequence, the language of G
contains at most one word.

O

By combining the two previous statements we conclude that
Gn recognizes the singleton language {a®Ps (M} while having size
only quadratic in n. A trim NFA for this language must be acyclic,
as otherwise it would recognize an infinite language, and thus have
at least exps(n) states.

H.2 Computational hardness

We now use methods from [58] to derive Theorem 3.5 and co-3-NEXP-
hardness in Theorem 3.6 from our construction above. For this, we
rely on the notion of A(f) language classes [58], which requires
some terminology. A transducer is a tuple T = (Q, 2, T, E, qo, F),
where Q is a finite set of states, X is its input alphabet, T is its output
alphabet, E C Q X ¥* X T'* x Q is its finite set of edges, qo € Q is its
initial state, and F C Q is its set of final states. It describes a relation
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R(7) € *xT*, namely the set of all pairs (u, v) for which there are
decompositions u = ug - - - up and v = v1 - - - vy, states qo, q1, - . ., qn,
and edges (g;j—1,ui,v;,qi) € Efori=1,...,nwith g, € F.Foralan-
guage L C 3", we write 7 (L) ={v € I'* | Ju € L: (u,0) € R(7T)}.

A language class is a class of formal languages, together with
some means to represent them, such as grammars or automata. A
language class C is an effective full trio if for a given language L
from C, we can effectively compute a description of 7 (L). Now
suppose f: N — N is an amplifying function meaning there is
a polynomial p such that f(p(n)) > f(n)2. Then, C is said to be
A(f) if (i) computing 7 (L) can be done in polynomial time and
(ii) given n, one can compute a description of the language {a/ (")}
in polynomial time.

In these terms, Theorem 3.2 tells us that the class of indexed lan-
guages (represented by indexed grammars) are A(exp3): Applying
rational transductions to indexed languages is well-known to be
possible in polynomial time (see, e.g. [56, Section 3.1]).

ProrosiTION H.3. The indexed languages (represented by indexed
grammars) are A(exps).

We will also need the notion of simple substitutions. For alpha-
bets 2, T, a substitution is a map o: £ — 2T that replaces each
letter in ¥ by a language over I'. For language L C %, the language
o(L) is defined in the obvious way. The substitution o is said to
be simple for L C 2* if ¥ C T and there is a letter a € ¥ such that
o(a’) = {d’} foreach a’ € 3\ {a}. We say that a language class C is
closed under simple subsititutions if for any given L from C, and any
simple substitution o for L, the language o (L) belongs to C, and a
representation can be computed in polynomial time. It is easy to see
that the indexed languages are closed under simple substitutions. In
[58, Theorem 15], it is shown that downward closure inclusion and
equivalence are both coNTIME(¢)-hard for any language class that
is A(t) and closed under simple substitutions. Hence, Theorem 3.2
implies co-3-NEXP-hardness of downward closure inclusion and
equivalence.

H.3 Proofs for DFA lower bound

Here, we prove a slightly more general result than discussed in
Section 9: We show that for any A(f) language class, DFAs for
downward closures of languages with polynomial-sized descrip-
tions require at least size 2f (n), provided that the language class is
also closed under simple subsitution:

ProrosiTioN H4. Let f: N — N be a function such that a lan-
guage class C is A(f) and let C be closed under simple substitutions.
Then there is a family languages (L, ) n>1 with polynomial description
sizes such that any DFA for Ly requires at least 2/ (") states.

Proor. We claim that we can construct a representation of
Ly ={uo |u0€{0,1}", |ul = |o| = f(n), u # v}

in polynomial time. Note that a DFA for L, | requires at least 2f (n)
states: After reading distinct prefixes u, u” € {0, 1}* of length f(n),
the DFA must enter distinct states, as otherwise, it would accept
uu, which does not belong to L.

To construct L, for given n € N, we begin by building a represen-
tation of {af(")}. Using a transducer, we then insert a single occur-
rence of a letter b into every word, and then substitute this b with
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{baf(W¢}. This yields the language {a"bafWcas | r+5 = f(n)}.
Using another transducer, we can remove two occurrences of a
within a” and a® to obtain {a"baf (M cas | r+s = f(n)—2}. Afinal
transducer then replaces (i) each a with @ or 1 and (ii) b and c by
distinct letters in {9, 1}. This results in the language L. ]
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Now, Proposition H.4 and Proposition H.3 together directly imply
Theorem 3.5.
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